A new high time resolution x-ray detector has been installed on the Madison Symmetric Torus (MST) to make measurements around sawtooth events. The detector system is comprised of a silicon avalanche photodiode, a 20 ns Gaussian shaping amplifier, and a 500 MHz digitizer with 14-bit sampling resolution. The fast shaping time diminishes the need to restrict the amount of x-ray flux reaching the detector, limiting the system dead-time. With a much higher time resolution than systems currently in use in high temperature plasma physics experiments, this new detector has the versatility to be used in a variety of discharges with varying flux and the ability to study dynamics on both slow and fast time scales. This paper discusses the new fast x-ray detector recently installed on MST and the improved time resolution capabilities compared to the existing soft and hard x-ray diagnostics. In addition to the detector hardware, improvements to the detector calibration and x-ray pulse identification software, such as additional fitting parameters and a more sophisticated fitting routine are discussed. Finally, initial data taken in both high confinement and standard reversed-field pinch plasma discharges are compared.

Key Topics

X-ray detectors
Photons
Calibration
Hard X-rays
Silicon detectors

X-ray detectors have become an increasingly useful diagnostic for both laser produced plasma\(^1,2\) and high temperature plasma\(^3\)–\(^10\) experiments. Laser produced plasma experiments require time resolution on the pico-second time scale, whereas high temperature plasma physics experiments generally require...
good energy resolution for line radiation studies. However, more recent detector systems have exchanged energy resolution for improved time resolution to study temporal dynamics of fast electrons. These improved time resolution x-ray diagnostics utilize solid state detectors with pulse shaping times of approximately 1 µs, energy resolutions of hundreds of eV, and digitization rates of 2–10 MHz. On the Madison Symmetric Torus (MST) reversed-field pinch (RFP), current x-ray diagnostics consist of a radial array of Si photodiode Amptek detectors and CdZnTe eV Products detectors, and a new Si avalanche photodiode fast x-ray detector, which is the focus of this paper. The Amptek detectors have an energy resolution of 0.45 keV with a shaping time of 0.24 µs, and the eV Products detectors have an energy resolution of 2 keV with a shaping time of 1.2 µs.

Previous experiments on MST using the existing radial array of soft x-ray (SXR) and hard x-ray (HXR) detectors have indicated the need for high time resolution measurements. These experiments found the particle transport is greatly reduced in high confinement RFP plasma discharges, with diffusion rates of electrons of approximately 5 m^2/s. Experimental focus has recently shifted toward studying electron energization at sawtooth events in standard RFP plasma discharges, where the diffusion rates are approximately 25 m^2/s. During standard RFP plasma discharges, magnetic islands begin to overlap and create stochastic magnetic fields that facilitate particle transport away from the plasma core. In particular, electrons, which are tightly bound to magnetic fields, will diffuse radially outward to the vacuum vessel wall at a rate that is proportional to the parallel velocity, so that the most energetic electrons are lost from the plasma core much faster than the thermal population of electrons. Due to the rapid thermal transport at sawtooth events, it is hypothesized that the generation and loss of energetic electrons may occur on a much faster time scale than the current detectors available on MST are capable of measuring. This is supported by experiments by Scime et al., Magee et al., and Eilerman et al. where the ion population was found to be energized at sawtooth events, but Thomson scattering measurements showed the electron temperature decreased. Therefore, high time resolution measurements are required to uncover evidence of possible electron energization.

A Si Avalanche Photodiode (APD) detector with an optimal energy range of 2–30 keV and an energy resolution of 0.974 keV at 5.9 keV has been installed on MST. The Si-APD detector is most commonly used in nuclear resonant scattering experiments using synchrotron radiation x-rays, which requires high time resolution because x-ray pulse separation can be as little as 2–3 ns. The detector, which has a 20 ns shaping time and a digitization rate of 500 MHz, has a much higher time resolution than current detectors used in high temperature plasma experiments. This allows for the measurement of significant x-ray flux in time windows as small as 10 µs. Section II provides a description of the Fast X-Ray (FXR) detector, the calibration process, and the improved signal processing technique, and Section III reports on the initial data measured by the detector.

A. Fast X-ray detector

The FXR detector is a high time resolution soft x-ray spectrometer that measures electron energization...
via emitted bremsstrahlung and has recently been installed on MST. The detector, shown in Fig. 1, consists of a PerkinElmer Inc., Si-APD (type C30703F) with a $10 \text{ mm} \times 10 \text{ mm}$ active area. A high voltage power supply is used to apply a bias of $+430 \text{ V}$ to the APD. The APD output signal is proportional to the energy of the incident photon and is input to a Gaussian amplifier with a shaping time of 20 ns. The shaping amplifier increases the magnitude of the signal while reducing the noise level. The full width-half maximum (FWHM) of each Gaussian pulse is approximately equal to 20 ns, allowing for high time resolution measurements.
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**FIG. 1.**
The Si avalanche photodiode crystal with a $10 \times 10 \text{ mm}^2$ active area used in the fast x-ray detector on MST.

The detector crystal and the shaping amplifier are placed in close proximity in order to reduce the noise pickup in the circuitry. Using a ZT410PXI-21 ZTec digitizer with a 14-bit sampling resolution, the amplified signal is digitized at a rate of 500 MHz, which allows 16 million samples to be taken over a 32 ms window. An example of the digitized signal over a 1 ms time window is shown in Fig. 2. Each spike represents an individual photon pulse where the peak voltage is directly proportional to the energy of the incident photon.
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**FIG. 2.**
Photon pulses from the Fe55 calibration source measured by the FXR detector over a time window of 1 ms.

The detector is located on an inboard port of MST with a chord view through the core of MST. The
detector has the versatility to be quickly moved to ports for measurements through chords viewing different impact parameters. Each x-ray detector port is fitted with a 150 µm beryllium (Be) window that separates the detector from vacuum and filters out photons with energies less than 2 keV. Apertures with diameters ranging from 0.5 mm to 6.4 mm are separated by 3 cm of air and serve to collimate and focus the detector view if necessary.

The fast shaping time of the FXR detector system greatly reduces the chances of pulse pile-up from occurring, thus limiting the system dead-time to nanosecond time scales. Pulse pile-up and system resets caused by integrated x-ray flux in the existing slower SXR and HXR detector systems caused an unacceptable system dead-time of approximately 1 ms, and consequently, the flux reaching the detectors had to be highly restricted via highly collimated views. The poor counting statistics that result from restricting the x-ray flux had to be compensated for by taking data over a large number of discharges and averaging them together. Because the FXR detector system is so much faster, the need to collimate the detector view and restrict x-ray flux is not as crucial, giving the FXR detector system the versatility to be used in conditions with a wide range of varying x-ray flux.

B. Calibration

A radioactive iron source (Fe55) with an energy of 5.889 keV is used to calibrate the FXR detector system and derive a characteristic pulse. The characteristic pulse is used to determine if the x-ray signal is a photon pulse or noise. This technique is used opposed to a Gaussian model because the Gaussian fits led to an increase in the number of events where noise was accepted as a photon pulse. The characteristic pulse is fit to all signals in the calibration dataset, and if the signal is determined to be a photon pulse, the pulse amplitudes are recorded and a spectrum of amplitudes is calculated. This spectrum is used to calculate a scaling factor to convert the output voltage to x-ray energy. A spline fit is also applied to each photon pulse and the FWHM is calculated, which is used in conjunction with a goodness of fit parameter to help determine if a signal measured in a plasma discharge is noise or a photon pulse. This improved calibration process yields more accurate and reliable fits to photon pulses taken in plasma discharges.

The characteristic pulse is calculated from the Fe55 source data by selecting pulses that are above a threshold of 0.05 V, as is shown in Fig. 2, and are separated by at least 3 µs in time from other pulses in order to ensure that the photon pulse baseline returns to zero. Each pulse that meets these criteria is normalized by its maximum amplitude. The characteristic pulse is derived from the average of normalized pulses. The calibration data are taken in a low noise environment to keep the noise level at a minimum and prevent noise-like pulses from altering the calculated characteristic pulse.

Once a clean characteristic pulse is created, all Fe55 pulses in the energy calibration data with amplitudes greater than 0.05 V are selected and used to calculate an energy spectrum of the Fe55 line. These pulses do not have to be separated by any amount of time from other pulses. The characteristic pulse is fit to each of the detected pulses using pulse height analysis software developed in Python. The characteristic pulse shape can be described by the linear model,

\[ f_i = A p_i + s, \]
where $A$ is the pulse amplitude, $p_i$ is the $i$th element in the normalized characteristic pulse shape array, and $s$ is the offset. The offset, which can be positive or negative, is due to noise in the signal or from lack of baseline restoration before the next pulse is measured. Assuming the length of all arrays is $N$, fitting the characteristic pulse model array ($f_i$) to the detected photon pulse ($d_i$) requires minimizing the sum-of-square error ($SSE$),

$$
SSE = \sum_{i=1}^{N} (f_i - d_i)^2 = \left( A^2 P_2 + Ns^2 + D_2 + 2AsP_1 - 2AQ - 2sD_1 \right),
$$

where,

\begin{align*}
Ns^2 &= \sum_{i=1}^{N} s_i^2, \\
P_1 &= \sum_{i=1}^{N} p_i, \\
P_2 &= \sum_{i=1}^{N} p_i^2, \\
D_1 &= \sum_{i=1}^{N} d_i, \\
D_2 &= \sum_{i=1}^{N} d_i^2, \\
Q &= \sum_{i=1}^{N} d_i p_i.
\end{align*}

The best-fit amplitude and offset are computed by setting the partial derivative of $SSE$ to zero with respect to each of the fitting parameters such that,

$$
\frac{\partial}{\partial A} \left( A^2 P_2 + Ns^2 + D_2 + 2AsP_1 - 2AQ - 2sD_1 \right) = AP_2 + sP_1 - Q = 0,
$$

(4a)

$$
\frac{\partial}{\partial s} \left( A^2 P_2 + Ns^2 + D_2 + 2AsP_1 - 2AQ - 2sD_1 \right) = Ns + AP_1 - D_1 = 0.
$$

(4b)

Solving Eq. (4a) for $A$ yields the best-fit amplitude between the characteristic pulse model and the raw photon pulse,

$$
A = (Q - P_1s)/P_2.
$$

(5)

Substituting Eq. (5) into Eq. (4b) and solving for $s$ yields the pulse offset relative to 0,

$$
s = (D_1 P_2 - P_1 Q)/(NP_2 - P_1^2).
$$
Fig. 3 shows an example of the characteristic pulse model (red) fit to a raw Fe55 photon pulse (black) with a calculated offset of $-9.94 \text{ mV}$ and a best-fit amplitude of $0.136 \text{ V}$.

FIG. 3.
A single Fe55 photon pulse (black) measured by the FXR detector with the characteristic pulse fit (red) and the spline fit (dashed, blue). The best-fit amplitude is $0.136 \text{ V} (5.818 \text{ keV})$ with an $R^2$ value of 0.981 and a full width-half maximum, as calculated from the spline fit, of 17.325 ns.

The best-fit amplitudes for each photon pulse detected in the calibration data are binned together to plot a spectrum of amplitudes. To calculate a scaling factor to convert volts to energy, a Gaussian curve is fit to the spectrum. The peak number of counts corresponds to a best-fit amplitude of $0.138 \text{ V}$ and is proportional to the energy of the Fe55 source. This yields a conversion factor of $42.64 \text{ V/keV}$. The energy spectrum for Fe55 measured by the FXR detector is shown in Fig. 4, with the peak number of counts located at an energy of $5.889 \text{ keV}$. The FWHM of the energy distribution yields an energy resolution of $0.974 \text{ keV}$ for the FXR detector.

FIG. 4.
The Fe55 energy spectrum (black) measured by the FXR detector and the Gaussian fit (red). The full width-half maximum (0.974 keV) is calculated from the Gaussian fit and is equal to the energy resolution of the detector.

Each recorded photon pulse from the plasma is distinguished from noise in experimental data using the FWHM of the photon pulses and the coefficient of determination, $R^2$, which quantifies a goodness of fit between the characteristic model and the raw data. In order to calculate appropriate limits to be used for
experimental data, the FWHM and $R^2$ are calculated for all of the Fe55 photon pulses in the calibration data. The SSE in Eq. (2) and the total sum-of-squares (SST) in Eq. (7a) are used to calculate $R^2$ (Eq. (7b)),

$$SST = \sum_i (d_i - \bar{d})^2,$$

(7a)

$$R^2 = 1 - (SSE/SST),$$

(7b)

where $\bar{d}$ is the mean of the raw photon pulse. The FWHM of each photon pulse is calculated from a spline-fit. The $R^2$ value between the pulse and fit shown in Fig. 3 is 0.981 with a FWHM of 17.325 ns, with the spline fit to the raw data shown in blue (dashed). The best-fit amplitude converted to energy using the conversion factor is 5.818 keV. Fig. 5 shows a histogram of the calculated $R^2$ as a function of the FWHM for all detected pulses in the Fe55 calibration data. The color scale indicates the number of counts, with the highest number of counts shown in red, and no counts shown in dark blue. The peak of the histogram is centered around $R^2 = 0.985 \pm 0.01$ and a FWHM of 16.456 ± 0.77 ns. The horizontal/vertical extent of the contours shown in white indicates the multiple levels of the standard deviation ($n\sigma$ where $n = 1, 2, 3$) of the FWHM/$R^2$.
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**FIG. 5.**
A 2D histogram of the calculated $R^2$ and FWHM (pulse shaping time) for all Fe55 photon pulses detected in the calibration data, where the color indicates the number of counts. The white ellipses represent the standard deviation of the distributions. The central $R^2$ value is 0.985 with a standard deviation of ±0.01. The central FWHM is 16.456 ns with a standard deviation of ±0.77 ns.

C. Data processing and spectra calculations
Using Python, software was developed to perform pulse height analysis on experimental data. The raw data are converted from volts to energy using the scaling factor described above. Any photon pulse above a noise floor threshold of 2 keV is identified by the software and is fit with the characteristic pulse using the same method described in Sec. II B. If the $R^2$ value between the raw photon pulse and the
characteristic pulse fit is greater than 0.9 and the FWHM falls within the range of $16.456 \text{ ns} \pm 2\sigma$ where $\sigma = 0.77 \text{ ns}$, then the signal is considered to be a real photon pulse and the data are recorded and stored for later use.

In previous versions of the pulse height analysis, a Gaussian curve of fixed width was fit to each pulse instead of a characteristic pulse derived from a known x-ray source during calibration. This Gaussian technique led to an increase in the number of events where noise was accepted as a photon pulse. The additions of the characteristic pulse fit and calculation of the pulse FWHM have been major improvements, yielding more accurate and reliable fits to raw photon pulses.

To calculate an energy spectrum, a series of similar discharges is taken, and all pulses are counted and separated into a range of energy bins for the full ensemble of shots. For the FXR detector, the smallest time window with sufficient statistics is approximately 10 $\mu$s. To calculate the total x-ray flux collected by the detector as a function of time and energy, the spectrum is divided by the collection time and the energy bin width. The resulting spectrum is then corrected by dividing the detector efficiency, which is dependent on the probability of transmission through a number of materials and the probability of a photon interacting with the silicon detector.

Initial FXR data have been measured in three types of discharges in MST. In Fig. 6(a), FXR data are plotted as a function of time during the flattop period of a 500 kA standard RFP plasma discharge, which has a fast, dynamic behavior that is reflected in the FXR data. In Fig. 6(b), the $m = 1$, $n = 6$ tearing mode amplitude (black) and magnetic energy (red) are shown for the same time period. Both the $n = 6$ amplitude and the magnetic energy increase between sawtooth crashes, a period delineated by the blue dashed lines. During this time, the high energy x-ray flux increases, but the maximum photon energy remains less than 20 keV. Around the sawtooth crash, photons up to 30 keV are observed by the FXR detector, but disappear in less than 50 $\mu$s. After the crash, the total x-ray flux is significantly decreased, with energies less than 20 keV. This indicates that the confinement time in standard plasma discharges is very short due to a stochastic core developing from overlapping tearing mode islands. This is consistent with previous x-ray spectroscopy data taken in standard plasmas. Fig. 6(c) shows the FXR spectrum (blue) calculated between sawteeth from 15 ms to 19 ms (dashed lines, blue). A Maxwellian curve (red) is fit to the low energy part of the spectrum (4 to 8.5 keV) to expose the difference between the calculated Maxwellian and the measured spectrum above 8.5 keV and show the presence of an energetic tail between sawteeth. The time resolution of the FXR detector will allow the measurements of energy spectra around sawtooth crashes to be made with far fewer discharges and on time scales of 10 $\mu$s, much improved compared to the existing HXR detectors, which cannot make measurements of resolved spectra on time scales this low due to the slower time resolutions of 1.2 $\mu$s.
FIG. 6.
Data taken in a 500 kA standard plasma discharge in MST. (a) Photon pulses measured by the FXR detector during the flattop period between 10 and 30 ms. (b) The m = 1, n = 6 tearing mode amplitude (black) and the magnetic energy (red). A sudden drop in the magnetic energy indicates a sawtooth event. (c) The energy spectrum (blue) is calculated for the times between the blue dashed lines in (a) and (b) with a Maxwellian curve fit to the spectrum (red).

FXR measurements in standard plasmas are compared to other MST discharges where the stochasticity is greatly reduced. FXR data taken in a 500 kA, non-reversed, quasi-single helicity (QSH) discharge is shown in Fig. 7(a). In the QSH discharge, a single magnetic island spontaneously forms in the plasma at the m = 1, n = 5 rational surface while all other tearing mode amplitudes are reduced, as shown in Fig 7(b). Fig. 7(a) shows that while the n = 5 mode amplitude is growing, the high energy x-ray flux is greatly increased compared to the standard plasma discharge. This indicates that fast electrons are generated within the island. The fast electrons remain confined in the plasma for several milliseconds, longer than the confinement time in standard plasmas. When the n = 5 mode amplitude saturates, the high energy x-ray flux disappears, indicating that the fast electrons may be lost from the plasma core. Fig. 7(c) shows the FXR spectrum (blue) calculated during the growth phase of the n = 5 mode from 19 ms to 24 ms, as indicated by the blue, dashed lines. The measured spectrum shows an energetic tail develops when the n = 5 amplitude is growing. A Maxwellian curve (red) is fit to the spectrum for energies between 4 keV and 8.5 keV to expose the difference between the calculated Maxwellian and the measured spectrum during the growth phase of QSH. These initial results in QSH plasmas are consistent with those measured using HXR detectors in previous experiments by Clayton et al. New experiments are being performed to study fast electron generation during QSH discharges in MST. In these new experiments, the fast shaping time of the FXR detector is vital for comparing the effect of changes in the density, the locking time of the mode, and the locking position of the mode on the generation and suppression of fast electrons.
FIG. 7.
Data taken in a 500 kA QSH discharge in MST. (a) Photon pulses measured by the FXR detector between 10 and 30 ms. (b) Amplitudes of the $m = 1, n = 5$ tearing mode (black) and the $m = 1, n = 6$ tearing mode (red). (c) The energy spectrum (blue) is calculated for the times between the blue dashed lines in (a) and (b) during the growth of the $n = 5$ tearing mode with a Maxwellian curve fit to the spectrum (red).

In MST discharges with pulsed parallel current drive (PPCD),\textsuperscript{27,28} the current density profile is inductively modified to stabilize and reduce tearing mode amplitudes. FXR data measured during a 500 kA PPCD discharge are shown in Fig. 8(a). During the PPCD period, there is a reduction in all magnetic tearing mode amplitudes, as illustrated in Fig. 8(b) by the $m = 1, n = 5$ (black), and $n = 6$ (red) mode amplitudes. High energy x-ray flux is observed to significantly increase during this time, indicating that the confinement of high energy electrons has improved. The PPCD period ends abruptly at 24.5 ms when the current density profile can no longer be sustained by inductive means. This results in a sawtooth crash which causes the plasma to become stochastic with the fast electrons diffusing out of the plasma core, as is indicated by the reduction of high energy x-ray flux. A spectrum (blue) calculated for the time period between the dashed blue lines in Fig. 8(c) shows the formation of a non-Maxwellian tail during PPCD, indicating a period of improved confinement and reduced transport. A Maxwellian curve (red) is fit to the spectrum for comparison. The measurements taken with the FXR detector during PPCD plasmas are consistent with measurements taken with the HXR detectors.\textsuperscript{15}
The FXR detector provides high time resolution measurements in various MST plasma discharges. Improvements to the pulse height analysis software have led to more accurate and reliable photon pulse fits. The improved time resolution of the FXR detector system diminishes the system dead-time. This reduces the need to restrict the amount of x-ray flux reaching the detector, giving the system the versatility to be used in a variety of discharges with varying flux. Initial data in standard, QSH, and PPCD plasma discharges show the results are consistent with previous measurements made with SXR and HXR detectors. The improved time resolution of the diagnostic will allow future measurements to be made during time windows as small as 10 µs, a substantial improvement to the diagnostic suite. The capability of making measurements in small time windows will enable the dynamics of energetic electron generation and losses during sawtooth events and island growth in QSH plasmas to be uncovered and thoroughly studied.
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