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Abstract — We have created a forward model for charge-exchange impurity density measurements that incorporates neutral beam attenuation measurements self-consistently for the purpose of determining the ion-effective charge \( Z_{\text{eff}} \). The model is constructed within an integrated data analysis framework to include a self-consistent calculation of neutral beam attenuation due to multiple impurity species into the measurement of a single impurity density. The model includes measurements of the beam Doppler-shift spectrum and shine-through particle flux to determine the neutral beam particle density which is attenuated by ion collisions. Synthetic data are generated from the diagnostic forward model using statistical and calibration uncertainties. These “noisy” data are used in the analysis to evaluate how accurately \( Z_{\text{eff}} \) is determined. Methods of experimental design are employed to calculate the information gained from different diagnostic combinations. The analysis shows that while attenuation measurements alone do not provide a unique impurity density measurement in the case of a multispecies inhomogeneous plasma, they do provide an effective measurement of the \( Z_{\text{eff}} \) profile and place constraints on the impurity density profiles.
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I. INTRODUCTION: QUANTIFYING THE UNCERTAINTY IN CHARGE-EXCHANGE IMPURITY DENSITY MEASUREMENTS

Quantifying the impurity content of fusion-grade plasmas is a difficult, though critical, measurement. The effective ion charge \( Z_{\text{eff}} \), a measure of the net impurity content of the plasma, is needed to quantify the resistive dissipation of currents in the plasma and to quantify the net radiative losses due to continuum emission. Conflicting values are often inferred from the use of single diagnostics, but the use of an integrated approach to multidiagnostic inferences of \( Z_{\text{eff}} \) can be crucial in identifying the systematic effects that lead to these contradictory results. A useful approach is to combine diagnostics that provide a useful lower bound on \( Z_{\text{eff}} \) through individual impurity density measurements, such as charge-exchange recombination spectroscopy (CHERS), with diagnostics that provide a combined measure of the impurity content such as brightness measurements of continuum emission in the visible or soft-X-ray (SXR) range. Research on the Madison Symmetric Torus (MST) has concentrated on using this approach to combine diagnostic information from CHERS impurity density measurements with brightness measurements from a SXR tomography system to determine the profile of \( Z_{\text{eff}} \) in enhanced-confinement plasmas.\(^1\)

Inferring the density of particular impurity charge states from CHERS emission measurements is a challenging procedure. Local emission from impurity ions is generated by injecting a beam of hydrogen atoms into the plasma at high velocity to donate an electron via charge transfer.\(^2,3\) This donated electron typically enters an excited state of the impurity ion and relaxes down to the ground state via spontaneous emission. The emission from a particular transition in this cascade at wavelength \( \lambda \) is quantified as
\[ e_{\text{CHERS}} = \frac{hc}{4\pi\lambda} \sum_j \left\langle \sigma_{\text{CHERSV}}^{j,\lambda} \right\rangle n^j_b n_z, \]  

(1)

where

\[ \left\langle \sigma_{\text{CHERSV}}^{j,\lambda} \right\rangle = \text{rate coefficient for the collision-induced emission (including the appropriate branching fraction)} \]

\[ n^j_b = \text{beam particle densities of each of the E}_j \text{ energy components} \]

\[ n_z = \text{impurity density.} \]

One determines the impurity density from knowledge of the rate coefficients and the beam particle densities. Neutral beams traversing magnetically confined plasmas are attenuated, however, by collisions with plasma ions. The beam-stopping cross sections due to collisions with nonhydrogenic ions (both ionization and charge-exchange) scale as

\[ \sigma_{\text{stopping}} \sim Z \times f(E/Z) \times 10^{20} \text{ m}^2, \]  

(2)

where \( f(E/Z) \) is an empirical fit function indicating that the higher-Z impurity ions can attenuate a beam significantly for typically observed concentrations. Since the beam particle density depends on the net impurity content of the plasma, inferring the density of an individual charge state of a particular impurity species becomes an inherently recursive process. Usually this recursion is handled by iteration, but it quickly becomes difficult to correctly propagate uncertainties to the reported measurement.

This procedure can be simplified by assuming that the impurities are uniformly distributed\(^6\) or by assuming that a single impurity species, e.g., carbon, is the dominant contributor to both the ion-effective charge

\[ Z_{\text{eff}} = \frac{\sum_i Z_i^2 n_i}{\sum_i Z_i n_i} = \sum_i \frac{Z_i^2 n_i}{n_e} \]  

(3)

and the beam attenuation. This second approach is justified for machines with graphite plasma-facing surfaces and strong gettering to remove oxygen, but the presence of metallic impurities in metal-walled machines and impurity seeding in the edge can make significant contributions to \( Z_{\text{eff}} \) as well. These circumstances have been addressed by providing a coincident measurement of the Doppler-shifted H\(_\alpha\) emission\(^7,8\) which is also proportional to the beam particle density for each energy component of the beam. Absent these coincident measurements, a model of the beam attenuation is necessary.

In this paper, we present a systematic method to create a single probabilistic analysis framework, an example of integrated data analysis\(^9-15\) (IDA) that transparently and reliably incorporates all of the information available from beam Doppler-shift spectrum and beam particle flux measurements in addition to charge-exchange emission measurements in the inference of impurity charge-state density. This framework builds upon the modeling employed in Galante et al.\(^1\) where SXR continuum emission measurements were incorporated into an inference of the effective charge profile \( Z_{\text{eff}}(r) \) of reversed field pinch plasmas where the stochastic transport of ions from magnetic fluctuations is suppressed. In the discharges studied, the mechanism for impurity transport is known to be due to classical processes\(^16-18\) which create hollow profiles from thermal screening. We take advantage of this prior knowledge to create parametric profiles for the impurities that are used self-consistently in the forward models for beam attenuation and for charge-exchange impurity emission. The hollowing of the impurity density profiles impacts the value of diagnostic information acquired from different points in the plasma; measurements near the mid-radius tend to be more important in quantifying the attenuation of the neutral beam particle density than measurements near the core. The value of these measurements is quantified by employing Bayesian techniques of experimental design to calculate the information each measurement adds to the final inference of the \( Z_{\text{eff}} \) profile.

II. METHOD: A FRAMEWORK FOR BEAM ATTENUATION CALCULATIONS

The framework we are using for the beam attenuation calculation starts with Bayes’ Rule\(^9,19\):

\[ p(\theta|D, I) = \frac{p(D|\theta, I) p(\theta|I)}{p(D|I)}, \]  

(4)

where the posterior probability distribution of the parameters \( \theta \) is determined from the likelihood of measurements \( D \) and prior information \( I \). The likelihood describes the probability of acquiring the observed data given a model with parameters \( \theta \) and is usually expressed as an analytical function which we will designate \( L(D, \theta) \). But the likelihood is contingent on the probability that the parameters can take on certain values given background information \( I \) that is independent of the data acquired. The prior \( p(\theta|I) \) quantifies this contingent probability so that the probability that the set of parameters resides within the interval \( \theta, \theta + d\theta \) can be written in differential form as \( \pi(\theta) d\theta \). The prior can constrain the parameter space searched when evaluating the likelihood by

\[ \pi(\theta) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(\theta - \mu)^2}{2\sigma^2}}, \]  

(5)

where \( \mu \) and \( \sigma \) are the mean and standard deviation of the prior distribution. For this analysis, we use a normal (Gaussian) prior distribution with mean \( \mu = 0 \) and standard deviation \( \sigma = 1 \).
enforcing criteria such as requiring amplitudes to be positive or limiting numerical values to the appropriate order of magnitude. The product of the likelihood and prior must be properly normalized so that \( p(\theta|D, I) d\theta = 1 \). The normalization constant \( p(D|I) \), which we will call \( Z \), is referred to as the evidence and can be calculated as

\[
Z = \int L(D, \theta) \pi(\theta) d\theta. \tag{5}
\]

The evidence is a critical quantity in model comparison and the use of integration over the full probability space of a parameter is a procedure referred to as marginalization. It is used in isolating probability distributions for particular parameters and eliminating nuisance parameters from further consideration.

The parameterized model of impurity density profiles is based on the following pieces of information. First, we know from prior work that impurity transport can be described by classical collisional processes in these discharges; impurities are expelled from the core by thermal screening. This effect motivates using a parameterized profile for each impurity density that creates a flat core region with an edge (defined by the two parameters \( \alpha \) and \( \beta \)) with an additional Gaussian-shaped increment of amplitude \( \delta n_z \) located in the region of the mid-radius, specified by \( \delta r \), of width \( \Delta r \). For each impurity charge state \( z \), the model density profile is

\[
n_z(r, \theta_z) = \frac{n_z^0}{[1 - (r/a)^\alpha]^\beta} + \frac{\delta n_z}{\sqrt{2\pi}(\Delta r/a)} \exp \left[ -\frac{1}{2} \left( \frac{r - \delta r}{\Delta r} \right)^2 \right], \tag{6}
\]

where \( \theta_z = \{ \alpha, \beta, n_z^0, \delta n_z, \delta r, \Delta r \} \) parameterize each impurity density profile. To reduce the parameter space required to search, we assume that all of the impurities have the same profile parameters with impurity-specific densities \( n_z^0 \) and \( \delta n_z \). Based on prior observations, we also assume that all of the core low-Z impurity densities are proportional (\( n_{O}^{6+} = 0.9 n_{c6+} \), \( n_{N}^{7+} = 0.3 n_{c6+} \), and \( n_{B}^{4+} = 0.3 n_{c6+} \)) and the different core aluminum charge-state densities are in approximate coronal equilibrium. This first assumption is supported by the hypothesis that the oxygen and nitrogen impurities are due to residual atmospheric gases and that the carbon and boron are generated from oxygen impact on wall materials. Both hypotheses are used in prior work that successfully reconciled SXR-brightness measurements which are sensitive to recombination emission from the impurities.

With these assumptions, the full model consists of the eight parameters \( \theta = \{ \alpha, \beta, n_{c6+}^0, n_{Al11}^0, \delta n_{c6+}, \delta n_{Al11}, \delta r, \Delta r \} \).

Figure 1 shows a comparison of the impurity density profiles (solid lines) to the published measurements for the ensemble averages.

II.A. Establishing the Prior Probability Distribution

To establish bounds for the magnitude of the core impurity densities \( n_{c6+}^0 \) and \( n_{Al11}^0 \), we define what constitutes an impurity. These discharges use deuterium fuel for plasmas. Typical observed charge-state densities of all other ions are no larger than 1%. For the purpose of establishing a range for the prior distribution, we assume that if the density of the particular ion charge-state species exceeds 10% it can no longer reasonably be called an impurity for the purposes of this analysis. For a lower bound, we can consider the mean free path of a beam atom for collisions with impurities of concentration \( c_z = n_z/n_e \) using Eq. (2). For low-Z to mid-Z impurities \( (Z \sim 10) \) in a plasma with density \( 10^{19} \text{m}^{-3} \) the mean free path is about

\[
\lambda_{mfp} = \frac{1}{n_z \sigma_{ii}} = \frac{1}{n_e c_z \sigma_{ii}} \sim \frac{1 \text{m}}{c_z}. \tag{7}
\]

For an impurity concentration of \( c_z \sim 1 \times 10^{-4} \), the expected attenuation due to ion collisions becomes 1 part in \( 10^3 \) which is negligible. Equation 3 implies that at this concentration the impurity contributes about 10\(^{-2}\) to the ion-effective charge which is also negligible. The resulting prior assumption for the model is that the impurities have a concentration between \( 10^{-4} \) and \( 10^{-1} \). If we were to consider

![Fig. 1. Impurity density measurements from an ensemble of MST enhanced-confinement discharges with the model profiles overlaid (solid lines).](image-url)
high-Z impurities like tungsten, the lower limit of the concentration would extend to \(\sim 10^{-6}\) under similar criteria.

The prior distribution for location parameters like \(\delta r\) are typically specified with a uniform distribution. The prior distribution for an amplitude parameter like \(n_j^0\), however, is positive definite and the range of possible impurity concentrations spans four orders of magnitude. If we were to use a uniform prior distribution for this parameter, then a random sample of the distribution would tend to be biased toward higher densities. Typically, the prior distribution for an amplitude parameter can be specified as a logarithmic distribution function to avoid this biasing.\(^{19}\) We employ a Monte Carlo computational method which draws random samples from the prior distributions for each of the parameters for use in evaluation of the likelihood of the measurements. Samples from the prior probability distributions for this analysis (indicated with a hat superscript) are drawn according to:

\[
\hat{\alpha} = X \quad X \in [5.0, 14.0],
\]

\[
\hat{\beta} = X \quad X \in [2.0, 18.0],
\]

\[
\hat{n}_j^0 = 10^X \text{ m}^{-3} \quad X \in [14.0, 18.0],
\]

\[
\hat{\delta n}_j = 10^X \text{ m}^{-3} \quad X \in [14.0, 18.0],
\]

\[
\hat{\delta r} = X \text{ m} \quad X \in [0.25, 0.45],
\]

and

\[
\Delta r = X \text{ m} \quad X \in [0.05, 0.25],
\]

where pseudo-random floating point numbers \(X\) are drawn uniformly from the indicated intervals.

Some of the diagnostic measurements included in the likelihood are not direct measurements of any of the parameters, but rather the particle density of the 50-kV diagnostic neutral beam (DNB) and emission from the beam which depends on the beam particle densities \(n_b^j(\ell)\) for the three energy components \(j\) where \(\ell\) is the distance the beam traverses through the plasma across the minor diameter of length \(2a\) (see Fig. 2). As indicated in Eq. (2), the primary mechanism for beam attenuation is collisions with ions. Particularly important is quantifying the losses due to collisions with the majority ions. We assume as in the previous analysis that the electron density profile \(n_e(r)\) is known from multichord interferometry measurements. For each randomly sampled set of parameters \(\hat{\theta}\) we obtain a sample of impurity profiles \(\hat{n}_j(r) = n_j(r, \hat{\theta})\) and determine the majority ion density profile \(\hat{n}_j(r) = n_j(r, \hat{\theta})\) through quasi-neutrality. From this set of sample profiles, the attenuation of the DNB along the path length \(\ell\) yields a beam particle density profile:

\[
\hat{n}_b^j(\ell) = n_b^j(0) \int_0^{2a} d\ell \exp \left[ -\sum_z \hat{n}_z(\ell) \sigma_z(E_j) \right],
\]

where \(n_b^j(0)\) is the injected beam particle density for each of the energy components \(j\) determined from measurements of the beam current and prior calibration, and \(\sigma_z(E_j)\) is the stopping cross section for impurity charge state \(z\). The stopping cross sections depend primarily on the beam energy \(E_j\) as indicated in Eq. (2).

In order to visualize the probability distribution of the profiles of quantities derived from the model parameters, we use a straightforward Monte Carlo analysis to produce random samples \(\hat{\theta}\) according to Eq. (8) and create sample ensembles of the impurity density profiles and beam particle density profiles. Credibility regions are calculated from the percentiles of the sampled function in...
Eq. (6) for the impurity density profiles and Eq. (9) for the
beam particle density profile. A credible region
\([F_1(r), F_2(r)]\) is defined for a function \(f(r, \theta)\) such that
\[
p(f(r, \theta) \in [F_1(r), F_2(r)]) = C \times 100,
\]
where \(C\) is some percentage of the total probability. The
interval is chosen so that \(C/2\) percent of values are
greater than \(F_1(r)\) and \(100 - C/2\) percent of values are
greater than \(F_2(r)\) which centers the region on the median
value at each \(r\). We choose values of 68%, 95%, 99.7%
for \(C\) corresponding to one to three standard deviations.
The reason for choosing multiple probability regions is to
highlight where knowledge of \(f(r, \theta)\) becomes more pre-
cise (peaked) due to experimental observations compared
with where it remains highly uncertain (flat).

The feasible range of impurity densities and beam
particle densities within the range of parameters estab-
lished in Eq. (8) are depicted in Fig. 3 using credibility
regions that show that the prior impurity distributions have
a flat profile on a logarithmic scale while the beam particle
densities tend to be skewed to higher values.
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Fig. 3. (a) Prior probability distribution of the \(C^{6+}\) density
profile depicted using the indicated credibility regions and
(b) the prior probability distribution of the neutral beam
particle density (summed over all three energy components).

II.B. Likelihood for Beam Particle Flux and Emission
Measurements

We will employ several measurements sensitive to the
neutral beam particle density available on the MST
depicted in Fig. 2 as part of the likelihood. The first is a
secondary electron detector \(^{23}\) (SED), or shine-through
detector, which measures the beam particle flux after it
traverses the plasma. From the sample parameters \(\hat{\theta}\) we
model the measured particle flux as
\[
\Gamma_{\text{SED}} = \sum_j \hat{n}_j^b(\ell = 2a)v_j^b.
\]

The uncertainty in the SED measurement is largely due to
calibration uncertainty which is determined from fitting
to data acquired when the beam is fired into vacuum.
There are sufficient calibration data to assume that the
variability in the measurement can be characterized as a
Gaussian distribution with a standard deviation \(\sigma_{\text{SED}}\). The
estimated relative uncertainty is 10%.

The other measurements are beam Doppler-shift
spectroscopy (DSS) measurements with views at the
magnetic axis and at the outboard half-radius. The collision-
ally induced emission of Doppler-shifted \(H_a\) light for each
beam energy component \(j\) is
\[
\overline{\varepsilon_{H_a}} = \frac{A_{32}}{A_{32} + A_{31}} \frac{hc}{4\pi\lambda_{H_a}^2} \sum_z \left( \sigma_{H_a} \varepsilon_{beam}^j \right) \hat{n}_j^b \phi_z^j,
\]
where the \(z\)-summation is over all of the ion species and
\(A_{ij}\) are the Einstein coefficients for spontaneous emission
from level \(i\) to \(j\). This model assumes that the \(n = 3\) level
is primarily populated by collisional excitation of ground-
state atoms and depopulated by spontaneous emission.
The plasma we are studying is sufficiently rarefied that
collisional deexcitation and photon reabsorption are neg-
ligible processes. An example measurement of the
spectral radiance \(L_{H_a}^j = \int dw \varepsilon_{H_a}^j\) (the line-integrated emis-
sion from the intersection of the spectrometer line of sight
with the neutral beam) from Doppler-shifted \(H_a\) emission
is shown in Fig. 4. The photon counts are usually
sufficiently large that the dominant uncertainty \(\sigma_{H_a}\) is a
 calibration uncertainty of about 5%.

Since the calibration data for each diagnostic provide
an estimate of both the calibration constant and its variance,
according to the principle of maximum entropy the appro-
priate probability distribution to use for the likelihood is a
Gaussian distribution. \(^{24}\) The six radiance measurements
\( L_{\text{mes}} \) and the SED particle flux measurement \( \Gamma_{\text{SED}} \) are incorporated as data \( D \) in the calculation of the likelihood

\[
L(D, \theta) = L_{\text{SED}} \times L_{R},
\]

\[
L_{\text{SED}} = \frac{1}{\sqrt{2\pi \sigma_{\text{SED}}^2}} \exp \left( -\frac{1}{2} \left( \frac{\Gamma_{\text{mes}} - \Gamma_{\text{SED}}}{\sigma_{\text{SED}}} \right)^2 \right),
\]

and

\[
L_{R} = \frac{1}{\sqrt{2\pi \prod_j \left( \sigma_j^2 \right)}} \exp \left( -\frac{1}{2} \sum_j \left( \frac{L_{\text{mes}} - L_j}{\sigma_j^2} \right)^2 \right).\]

**III. RESULTS: CALCULATING POSTERIOR INFERENCE USING NESTED SAMPLING**

Since we are developing a new analysis technique for interpreting the CHERS data, we will begin by working with synthetic data calculated from the ensemble-averaged impurity density measurements shown in Fig. 1. This way, we can compare the analysis results determined from calculations using data randomly drawn from a known distribution based on the measurement uncertainties with the true impurity density profiles.

To infer the appropriate beam particle density in charge-exchange recombination measurements and the implied ion-effective charge profile for the plasma, we need to construct appropriately weighted samples of the posterior \( p(\theta|D, I) \) using the prior described in Eq. (8) and the likelihoods described in Eqs. (12), (13), and (14).

We anticipate that there are many possible combinations of impurity density profiles that can result in the measurements \( D \) so the posterior distribution may be very broad with significant correlation among the parameters. We are also interested in quantifying the information content of each of the diagnostic measurements. As such, we choose to employ the nested sampling technique via the pyMultiNest package.

Nested sampling seeks to determine the evidence

\[
Z = p(D|I)
\]

by sampling within the volume of the prior probability distribution constrained by increasing values of the likelihood. The algorithm balances the need to span the entire prior probability volume with the desire to find the region of maximum likelihood quickly. The calculation generates a set of samples \( \hat{\theta} \) from the posterior \( p(\theta|D, I) \) and weights \( w_i \) which can be used to calculate the evidence:

\[
Z \approx \sum_i w_i L(D, \hat{\theta}_i).
\]

The weighted samples are also used to determine posterior inferences of the probability distributions for each of the impurity density profiles and the beam particle density profile. For instance, the average profile of the impurity charge-state density \( z \) can be calculated from the weighted samples as

\[
\langle n_z(r, \theta) \rangle \approx \sum_i \frac{w_i}{Z} L(D, \hat{\theta}_i) n_z(r, \hat{\theta}_i).
\]

To express the shape of the posterior probability distribution of the profiles, we will again plot credibility regions as discussed in Sec. II.A, but now we will be using the weighted samples from the posterior probability distribution. Examples are shown in Fig. 5 using same three credibility values as before.

Note that although the on-axis beam particle density is determined to within 5% at 95% credibility, the \( C^6^+ \) particle density is only constrained to within an order of magnitude at 68% credibility. The beam particle density and emission...
The credibility region as seen in Fig. 6. The resulting analysis can be measurement to the point where it can be well-approximated due to the constraint imposed by the likelihood of the CHERS densities are correlated such that an aggregate measure like specific impurity, but the posterior inferences of the impurity measurements do not provide precise information on any specific impurity, but the posterior inferences of the impurity densities are correlated such that an aggregate measure like $Z_{eff}$ is more tightly constrained to within 25% in the 68% credibility region as seen in Fig. 6.

If we further constrain the solution by adding an on-axis $C^{6+}$ CHERS radiance measurement to the likelihood calculation, we further constrain the parameter set and obtain a measurement of the on-axis $C^{6+}$ density. The CHERS emission is determined from Eq. (1) using a Gaussian likelihood $L_{CHERS}$ like Eqs. (13) and (14) since, again, the uncertainty is due primarily to calibration and fitting uncertainties. The relative uncertainty is about 10%. In Fig. 7, the posterior probability distribution $p(n_{C^{6+}} (r, \theta) | D, I)$ peaks significantly due to the constraint imposed by the likelihood of the CHERS measurement to the point where it can be well-approximated as a Gaussian distribution. The resulting analysis can be reported as the traditional most-likely estimate with an error bar indicating the estimate of the standard deviation, but doing so will discard the information obtained in inferring the most credible estimates of the entire $C^{6+}$ profile contained in the full posterior distribution $p(\theta | D, I)$.

If we acquire additional data $D_2$, then we can continue to use the calculated posterior from the previous data $p(\theta | D_1, I)$ in the following way. The likelihood distribution due to all of
the data is $p(D_1, D_2 | I) = p(D_1 | I) p(D_2 | D_1, I)$. If $D_1$ and $D_2$ are logically independent, then $p(D_2 | D_1, I) = p(D_2 | I)$ and $p(D_1, D_2 | I) = p(D_1 | I) p(D_2 | I)$. The application of Bayes’ Theorem in Eq. (4) gives the new posterior distribution as

$$p(\theta | D_1, D_2, I) = \frac{p(D_1, D_2 | \theta, I) p(\theta | I)}{p(D_1, D_2 | I)}.$$ \hspace{1cm} (17)

and

$$= \frac{p(D_2 | \theta, I) p(D_1 | \theta, I) p(\theta | I)}{p(D_1 | I) p(D_2 | I)} \frac{1}{p(\theta | I)}.$$ \hspace{1cm} (18)

Equation 19 is equivalent to using the posterior determined from $D_1$ as the prior distribution in a subsequent calculation incorporating the likelihood for data $D_2$. Thus, the procedure for including additional data in determining the best estimates of the parameters $\theta$ is quite modular and facilitates the further integration of additional diagnostics.

**IV. DISCUSSION: QUANTIFYING THE INFORMATION GAIN**

Each of the diagnostic signals incorporated into the likelihood calculation provides a different type of constraint on the inferred beam particle density profile. The constraint from particular diagnostics can be quantified by performing the same analysis without that diagnostic. Figure 8 shows the inferred beam particle density profile if we use only the SED and on-axis DSS measurements in Eqs. (13) and (14). Note how the credibility region grows significantly without the information from the off-axis DSS measurements. In fact, since the model allows for impurity particle transport to cause peaking of the impurity density profiles at the mid-radius it is clear that the off-axis spectrum measurement is quite important in obtaining a small uncertainty on the beam particle density across the entire profile. A comparison of Fig. 8b with Fig. 5b shows that we achieve a similar level of constraint even without the on-axis spectrum measurement.

We can quantify how valuable each diagnostic measurement is to the analysis by calculating how much information is gained in going from the prior probability distribution to the posterior. This expected information gain (EIG) is equated to the reduction in the Shannon entropy (or Kullback-Liebler divergence) between the two distributions:

$$\text{EIG} = \int p(\theta | D, I) \log \left( \frac{p(\theta | D, I)}{p(\theta | I)} \right) d\theta,$$

$$\approx \sum_i w_i \log \left( \frac{Z}{Z} \right),$$ \hspace{1cm} (20)

where the weights $w_i$ and parameter samples $\hat{\theta}$ are calculated from the nested sampling algorithm and the evidence $Z$ is calculated from Eq. (15). A table of EIG values for several diagnostic combinations is presented in Table I. The calculation uses base-2 logarithms so that the EIG is expressed in bits. Note that the information gain from the off-axis spectrum measurement is greater than the on-axis measurement as determined earlier by comparisons of the credible range of beam particle density profiles in Fig. 8.

Note in particular that we do not learn much more about the impurity density profiles or $Z_{\text{off}}$ from an isolated measurement of the beam particle flux to the wall. The model provides sufficient flexibility that there are many possible combinations of impurity profiles that could result in one particular measurement of...
the particle flux making its inclusion in the diagnostic data D inconsequential. This result is consistent with the general understanding of the limitations of using beam attenuation measurements alone as a means of determining $Z_{\text{eff}}$ (see Hutchinson$^5$ for an excellent discussion). The additional information acquired from the beam DSS measurements provides an acceptable constraint on the beam particle density for inferring the point measurement of the impurity density as is the case with the traditional CHERS emission measurement, but since we have a model for the profile, there is also a valid inference for a credible range across the entire plasma. In Fig. 7 this constraint is apparent across most of the core of the plasma, but it starts to widen significantly in the edge where the model allows for larger variability due to lack of data to constrain it.

V. CONCLUSION

Following the IDA methodology, we have created a self-consistent calculation of the attenuation of a 50-kV DNB used in impurity density measurements through charge-exchange recombination emission. Measurements of the beam shine-through particle flux and beam DSS provide sufficient constraints to infer the $Z_{\text{eff}}$ profile as demonstrated from performing the analysis with synthetic data. The resulting posterior probability distribution function (PDF) contains all of the covariances between the densities of different impurities so as to make them consistent with the inferred beam attenuation. In addition to providing an inference of the local C$^{6+}$ density, the analysis provides an inference for the entire set of impurity density profiles. The information available in the posterior distribution is modular; it is part of a larger analysis that can incorporate other diagnostic measurements like SXR emission to provide further constraints. An analysis of the EIG from different diagnostic combinations highlights the importance of including off-axis beam DSS measurements due to the outward transport of impurities which aids in evaluating where to concentrate diagnostic resources to quantify the ion-effective charge profile.
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