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The robustness and the effect of zonal flows in trapped electron mode (TEM) turbulence and Ion Temperature Gradient (ITG) turbulence in the reversed-field pinch (RFP) are investigated from numerical solutions of the gyrokinetic equations with and without magnetic external perturbations introduced to model tearing modes. For simulations without external magnetic field perturbations, zonal flows produce a much larger reduction of transport for the density-gradient-driven TEM turbulence than they do for the ITG turbulence. Zonal flows are studied in detail to understand the nature of their strong excitation in the RFP and to gain insight into the key differences between the TEM- and ITG-driven regimes. The zonal flow residuals are significantly larger in the RFP than in tokamak geometry due to the low safety factor. Collisionality is seen to play a significant role in the TEM zonal flow regulation through the different responses of the linear growth rate and the size of the Dimits shift to collisionality, while affecting the ITG only minimally. A secondary instability analysis reveals that the TEM turbulence drives zonal flows at a rate that is twice that of the ITG turbulence. In addition to interfering with zonal flows, the magnetic perturbations are found to obviate an energy scaling relation for fast particles. Published by AIP Publishing.
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I. INTRODUCTION

Anomalous transport driven by microinstabilities is detrimental to the energy and particle confinement in fusion experiments. Strategies to control anomalous transport necessarily require a thorough understanding of these microinstabilities and the turbulence that arises from them. Ion-temperature-gradient-driven (ITG) turbulence and trapped-electron mode (TEM) turbulence arise from two prominent microinstabilities that occur at the ion-gyroradius scales in a large range of fusion devices, including tokamaks, stellarators, and reversed-field pinches (RFPs). It has long been recognized that the levels of transport caused by these microinstabilities can be sensitive to zonal flows through some form of regulation involving shear or energy transfer to the large-scale stable modes.

Recent work has shown that zonal flows are degraded by the radial magnetic field fluctuations, thereby allowing the magnetic fluctuations to affect the levels of the microinstability-driven transport. Because the RFP is subject to magnetic fluctuations associated with the global tearing modes, it is a natural test bed for observing the effects of magnetic fluctuations on the microinstability-driven transport through zonal flows. This paper presents the analysis of TEM and ITG turbulences based on specific RFP discharges in the Madison Symmetric Torus (MST), showing that zonal flows play very different roles in regulating transport for these two instabilities, and seeking reasons for the differences.

Examining TEM and ITG in the RFP provides a regime of critical parameters that is different from tokamaks, and which elucidates the important physics. Specifically, plasmas in the RFP are characterized by a low safety factor \( q \equiv r B_\phi / R B_\theta \) (\( r \) is minor radius, \( R \) major radius, \( B_\phi \) and \( B_\theta \) are the toroidal and poloidal fields, respectively), as well as the smaller shear scale lengths (thus larger shear) than those of the tokamaks. It is observed in gyrokinetic simulations discussed in this work that the zonal flow residuals, in particular, are highly sensitive to the value of \( q \), with the RFP’s small-\( q \) magnetic configuration resulting in a sustained zonal-flow-dominated state in which the transport can be fully suppressed. Such RFP simulations are highly idealized because they neglect the tearing mode fluctuations, which are unstable in RFP discharges, and therefore available for disrupting zonal flows and raising transport. Acquiring a better understanding of this idealized state is desirable for clarifying the role of zonal flows in transport regulation for certain microinstabilities.

In the MST experiment, large-scale tearing modes cannot be eliminated entirely. However, the effects of tearing modes can be mitigated to a significant degree by operating the MST with a modification to the ohmic drive called Pulsed Poloidal Current Drive (PPCD), in which a poloidal current is induced in the edge of the plasma. This flattens the current profiles and consequently lowers the tearing mode drive, significantly reducing the stochastic transport and improving confinement in the MST to tokamak-like levels.

Operating in PPCD has allowed new investigations of RFP physics, both computational and experimental. Prior gyrokinetic work showed that TEM and ITG microturbulences can contribute significantly to transport in PPCD, possibly fixing the edge pressure gradient at a critical value. Additionally,
Ref. 9 first identified the zonal-flow-dominated state at outer radii in the absence of tearing fluctuations for discharges unstable to TEM and provided the initial results on the effect of radial magnetic fluctuations on that state.

The simulations described herein show that the effect of the radial magnetic fluctuations in MST varies with the driving instability. In TEM turbulence, the introduction of an ad-hoc tearing parity magnetic field perturbation at the nominal level of tearing mode fluctuations in PPCD discharges significantly reduces zonal flows and raises the TEM heat flux to levels consistent with the experiment. In ITG turbulence, the effect is far less substantial, with flux levels that increase by tens of percent instead of orders of magnitude. Experimentally, recent work 23 has detailed the measurements of density fluctuations attributed to the TEM microturbulence in a recent set of PPCD discharges, and for the first time such observations have been reported in the RFP. The focus of the present work is to gain a deeper understanding of the physics with particular emphasis on the role zonal flows play in the TEM and ITG turbulences in MST PPCD discharges.

Two specific PPCD discharges are studied in this work, characterized by their ratio of temperature gradient to density gradient \( \eta \) outside the reversal surface. For one discharge, TEM is the dominant instability; ITG is the primary instability in the second. The turbulence generated by these instabilities in their respective discharges is examined, both in the idealized, tearing-free regime, as well as in the regime including the residual tearing effects. The TEM turbulence in the tearing-free configuration is dominated by strong zonal flows, which suppress all flux at nominal experimental gradients. The strong zonal flows also appear in the ITG-dominated discharge; however, there is still a finite flux generated by the turbulence (although still much less than that seen in the experiment). The strong zonal flows seen in tearing-free simulations of both discharges can be attributed, at least partially, to the RFP’s low-\( q \) magnetic configuration.

The difference in transport between TEM (no flux) and ITG (finite flux) in this idealized regime is addressed by comparing the influence of collisionality, as well as the dynamics of secondary instability, between the two discharges. The inclusion of tearing fluctuations serves to degrade zonal flows in both cases, although the effect on transport driven by the different instabilities varies significantly, as mentioned earlier. As an additional probe of magnetic fluctuation effects on turbulence, we consider the fast ion transport in the RFP. It is observed that in the absence of magnetic tearing fluctuations, the fast ion energy diffusivity scaling matches very well the theoretical predictions made previously for tokamaks, 24 while the inclusion of tearing fluctuations establishes a separate regime to which this theory does not apply.

This work is organized as follows: Sec. II provides the experimental framework and measurements that originally motivated the subsequent numerical studies, as well as a discussion of the linear simulations performed to describe the dominant instabilities for the two specific PPCD discharges. In Sec. III, the turbulence generated in each of these discharges and its response to tearing fluctuations are described in detail. An analysis of the multiple contributing processes to the unique zonal flow behaviors seen in these discharges is presented in Sec. IV. Section V describes the effect that the tearing perturbations in MST have on the energetic particle diffusivities, and how they compare with the tokamak-based expectations. The results are summarized in Sec. VI.

### II. CHARACTERIZATION OF MICROTURBULENT FLUCTUATIONS IN MST

Prior gyrokinetic modeling of the MST microinstability properties 9 focused on two different PPCD discharges, with different values of the toroidal current induced in the plasma. That work examined discharges with toroidal plasma currents of 200 and 500 kA, which exhibited dominant instabilities of ITG and density-gradient-driven TEM, respectively. Recent work using an updated FIR system has produced measurements for new 200 kA PPCD discharges of deuterium plasmas, around which the present work is centered. The FIR diagnostic was used to measure density fluctuations during PPCD discharges; 24 the measurements show that as the induced poloidal current grows in PPCD, the large-scale tearing mode amplitudes decay until reaching some small, quasi-stationary value. In the PPCD “flat top,” where the tearing modes are maximally (but not fully) suppressed, a steepening of the density gradient was observed, accompanied by higher-frequency density fluctuations. This steepening of density (and temperature) profiles occurs primarily outside the reversal surface (the flux surface where \( B_\phi = 0 \) and thus \( q = 0 \)). Inside the reversal surface, the profiles remain relatively flat. Consequently, the high-frequency density fluctuations are observed almost entirely in this outer region.

Experimental scans show a strong dependence of these fluctuations on the density gradient, with a critical gradient \( R_0/L_n \approx 10 \), where \( R_0 \) is the major radius on axis \( (R = R_0 + r \cos \theta) \), where \( \theta \) is poloidal angle), \( L_n \equiv (1/n_0) \int n_0/dr \) is the equilibrium density gradient scale length, and \( n_0 \) is the background plasma density. The fluctuations are observed to propagate in the electron diamagnetic direction in the perpendicular wavenumber range \( k_p \lesssim 0.2 \). The measurements of carbon impurity density fluctuations in PPCD using ion Doppler spectroscopy (IDS), performed in parallel with FIR, also observed fluctuations in the 50–100 kHz frequency range outside the reversal surface, 24 providing evidence that the fluctuations are due to TEM.

In an effort to understand the underlying nature of these fluctuations, gyrokinetic simulations based on the experimental profile data from the new 200 kA PPCD discharges discussed earlier were performed at four different radial locations in the range \( 0.55 < r/a < 0.85 \), focusing primarily outside of the reversal surface (located at \( r/a \approx 0.7 \)) where the high-frequency density fluctuations were observed. All simulations discussed in this paper are local flux-tube calculations performed using the Gene code 25,26 with RFP-specific equilibrium modifications implemented via the Adjusted Circular Model (ACM). 9 The latter expands upon the standard Circular model of circular concentric flux surfaces 27 to account for the magnetic field variation with minor radius intrinsic to the RFP.
which represents shear in a tokamak, diverges at the surface. In the RFP, the magnetic shear remains well-defined, and the physics of radial locations near the reversal surface are numerically well-behaved throughout the plasma volume, and the physics of gyrokinetic simulations, which has also been found to apply to the RFP, states that the density-gradient drive is the strongest for nominal parameters. Dashed lines correspond to variation of the density gradient (diamonds), and electron temperature gradient (squares) with positive branches arising from the ubiquitous TEM. In (c), gradient scans at $k_r \rho_s = 0.5$ and $r/a = 0.7905$ are shown, with experimental values circled. The three solid-line curves correspond to variation of the density gradient (triangles), ion temperature gradient (diamonds), and electron temperature gradient (squares) with other gradients held fixed. The density-gradient drive is the strongest for nominal parameters. Dashed lines correspond to a separate, ion-direction unstable mode branch.

Inside the reversal surface, the equilibrium profiles are mostly flat, and thus the plasma is stable to microinstability throughout almost the entire region. There is a strong linear destabilization outside the reversal surface ($r/a \approx 0.7$). This radial localization of instability matches the FIR measurements, which detected high-frequency density fluctuations primarily outside the reversal surface. Such strong destabilization is attributed to the large background density and temperature gradients, which form in that region during PPCD. Precise data on ion temperature profiles $T_{\beta}(r)$ is lacking for these discharges, so it is assumed that $T_{\beta} \approx 0.4T_{\beta,0}$ at all radii, and the normalized temperature gradients of both species are the same; the density gradients are equal for ions and electrons due to quasineutrality. A consequence of these assumptions is that $\eta_i = \eta_e = \eta$, where $\eta \equiv (d \ln T_{\beta}/dr) /

\text{TABLE I. Physical parameters taken from MSTFit equilibrium reconstructions of 200 kA PPCD discharges and used as input for Gene simulations.}$

<table>
<thead>
<tr>
<th>Instability</th>
<th>$r/a$</th>
<th>$q$</th>
<th>$\hat{s}$</th>
<th>$\beta$</th>
<th>$\nu_c$</th>
<th>$R_0/L_T$</th>
<th>$R_0/L_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEM</td>
<td>0.565</td>
<td>0.0528</td>
<td>-6.05</td>
<td>0.11</td>
<td>0.0029</td>
<td>9.67</td>
<td>4.79</td>
</tr>
<tr>
<td></td>
<td>0.748</td>
<td>-0.0690</td>
<td>8.16</td>
<td>0.028</td>
<td>0.0088</td>
<td>23.6</td>
<td>23.0</td>
</tr>
<tr>
<td></td>
<td>0.791</td>
<td>-0.103</td>
<td>6.18</td>
<td>0.014</td>
<td>0.013</td>
<td>28.9</td>
<td>28.5</td>
</tr>
<tr>
<td></td>
<td>0.836</td>
<td>-0.141</td>
<td>5.00</td>
<td>0.0055</td>
<td>0.020</td>
<td>37.1</td>
<td>34.2</td>
</tr>
<tr>
<td></td>
<td>0.807</td>
<td>-0.1103</td>
<td>5.08</td>
<td>0.0063</td>
<td>0.27</td>
<td>30.0</td>
<td>19.1</td>
</tr>
<tr>
<td>ITG</td>
<td>0.807</td>
<td>-0.1103</td>
<td>5.08</td>
<td>0.0063</td>
<td>0.27</td>
<td>30.0</td>
<td>19.1</td>
</tr>
</tbody>
</table>
trapped-electron mode. To provide further support of this assessment, the linear analysis was repeated, separating the contributions of trapped and passing particles. As seen in Fig. 2, the cross phases between the electrostatic potential and the electron density fluctuations reveal that the trapped electrons exhibit a phase difference of $\approx +\pi/2$, consistent with instability, while the corresponding passing-electron fluctuations are primarily in phase.

As a point of comparison with the TEM characterization, a linear analysis was performed on another recent 200 kA PPCD discharge in which the background temperature gradients are $\approx 50\%$ larger than the background density gradients. The increased temperature gradients result in $\eta \approx 1.5$, characteristic of an ITG-dominated regime. The dominant instability in this case propagates in the ion diamagnetic direction at wavenumbers of $k_y \rho_s \sim 0.1 - 1$. Figure 3 shows the instability being driven strongly by the ion temperature gradient, and stabilized by both the electron temperature gradient and the density gradient. These qualities are consistent with the ITG instability, as expected for $\eta > 1.3$. In what follows, the nonlinear behavior of these two instabilities in the RFP are compared.

III. GYROKINETIC TURBULENCE IN PPCD

Turbulence and transport in PPCD discharges are modeled using nonlinear flux-tube simulations. The RFP has a large magnetic shear, varying on the minor radius scale, which can result in significant nonlinear simulation costs, as modes with very different radial scales (very different $k_x$) become coupled through the flux-tube parallel boundary condition. The highest-magnitude shear value considered in the nonlinear simulations is $\tilde{s} = 6.18$, for which the numerical convergence requires a total of 192 (positive and negative) $k_x$ Fourier modes when resolving the $k_y$ spectrum with 12 modes. The perpendicular box has an extent of $16 \rho_s$ in the radial $x$ direction, and $31.4 \rho_s$ in the $y$ (toroidal-like) direction. The following discussion focuses on the results from nonlinear simulations at $r/a = 0.8$.

Nonlinear calculations based on the TEM-dominated discharge produced negligible transport, with the electrostatic heat diffusivity of order $\nu_e \approx 10^{-4}$ m$^2$/s. This is a consequence of very strong zonal flows seen in Fig. 4(a), which are generated nonlinearly, overcoming any linear instability drive, suggesting that there is physics present in the experiment that these simulations do not capture. Indeed, the simulations do not take into account the background current gradients.

![FIG. 2. Cross phases constructed from fluctuating quantities ($\Phi$, $n$, $T_i$, and $T_e$) for passing electrons in (a) and trapped electrons in (b). The phase difference $\pi \approx +\pi/2$ between $\Phi$ and $n$ corresponds to a $\nabla n$-driven instability, and only arises from the trapped-particle distribution.](image)

![FIG. 3. Gradient scans at $k_y \rho_s = 0.5$ and $r/a = 0.807$ for the high-$\eta$ PPCD discharge, with experimental values circled. The three solid-line curves corresponding to variation of the density gradient (triangles), ion temperature gradient (diamonds), and electron temperature gradient (squares), with other gradients held fixed. Consistent with ITG modes, the ion temperature gradient $R/L_{ti}$ strongly destabilizes the mode, while the electron temperature and density gradients have a stabilizing effect. Dashed lines correspond to a separate, electron-direction mode branch.](image)

![FIG. 4. Electrostatic potential contours $\Phi$ (in units of $q_s/e(R_0T_e)$) in TEM turbulence for simulations with zero (a) and finite (b) residual magnetic tearing fluctuations. In the absence of magnetic activity associated with tearing modes, TEM instability leads to very strong zonal flow formation and the complete suppression of heat and particle transport.](image)
gradients, which drive the tearing modes primarily in the core of the RFP. Though reduced in PPCD, these tearing fluctuations play an important role in setting microturbulent transport levels. To self-consistently model the tearing mode effects, the current gradients would need to be included in a global simulation combining the core and edge regions. In lieu of using fully global simulations to model these residual global simulation combining the core and edge regions. In lieu of using fully global simulations to model these residual fluctuations, an ad-hoc tearing-parity, constant-in-time \( A_p \) perturbation is implemented in the code. For details on the perturbation, which has been modified from that used in Ref. 9, see the Appendix.

The inclusion of this perturbation degrades the previously very strong zonal flow activity, shown in the electrostatic potential contours in Fig. 4(b). As detailed in Ref. 18, the radial magnetic field perturbation allows the electron streaming along field lines to travel to different flux surfaces, effectively sorting out the electrostatic potential differences and thus degrading the zonal flows. The impact of this process can be described quantitatively by determining the difference in the linear and nonlinear critical gradients, as shown in Fig. 5 (this upshift in the critical gradient is referred to as the Dimits shift\(^{31}\)). While the case of without tearing fluctuations experiences a factor of four upshift in critical density gradient, the inclusion of fluctuations removes the upshift almost entirely.

This zonal flow degradation results in increased transport values. Setting the strength of the perturbation based on the magnetic field measurements taken at the wall, the calculated diffusivity \( \chi_e \approx 10 \text{ m}^2/\text{s} \) comes to within 30% agreement with that expected from the experimental data. It is important to note that transport, both here and throughout this work, refers only to the electrostatic transport resulting from radial \( E \times B \) flows. There is also the magnetic flutter transport that increases with the tearing perturbation as one would expect, which is observed in simulations to be of the same order as the electromagnetic transport for the experimentally relevant parameters. The method in which the tearing fluctuations are accounted for is not self-consistent, thus conclusions concerning the physics of electromagnetic transport cannot be drawn from this work; as such only transport through the electrostatic channel is examined.

It is interesting to note that while both the ITG- and TEM-dominated discharges generate zonal flows, only in the TEM case the transport is affected so severely. In the absence of tearing fluctuations, the ITG-dominated simulations, which show that zonal flows play a significant role in the ITG turbulence saturation. There is evidence that transport, both here and throughout this work; as such only transport through the electrostatic channel is examined.

Additionally, the Dimits shift in the ITG case is very small as compared to the TEM case as well as standard tokamak cases, even in the absence of tearing fluctuations.

In an ITG simulation which removes contributions from the zonal flows (zeroing out the flux-surface-averaged electrostatic potential \( \Phi \)), the increase in the flux is of the same order as that seen in the case in which the tearing fluctuations degrade the zonal flow (factor of 2 increase in flux when the tearing perturbation is applied vs. factor of 3 increase when zonal \( \Phi \) contributions are removed). This suggests that in this ITG-dominated discharge, the saturation does not rely on zonal flows nearly as much as in the TEM case (in which both the tearing perturbation and the removal of zonal \( \Phi \) result in orders of magnitude transport increase).

This contrasts sharply with the tokamak gyrokinetic simulations, which show that zonal flows play a significant role in the ITG turbulence saturation. There is evidence that this notable difference is rooted in the branch of the unstable

---

**FIG. 5.** Linear growth rates and heat fluxes (in units of \( c_s q_n^2 T_{in}/\Omega \)) vs. driving gradients. Diamonds correspond to linear growth rates, triangles to heat fluxes without the tearing perturbation imposed, and squares to heat fluxes with the imposed tearing perturbation. In (a), for TEM without magnetic perturbations modeling tearing mode effects, the linear (blue diamonds) and nonlinear (magenta triangles) critical gradients differ by a factor of four. With tearing (red squares), they nearly coincide. In (b), even without tearing activity, there is almost no difference between linear and nonlinear critical gradients in the ITG case.

**FIG. 6.** Electrostatic heat flux time traces, with (solid) and without (dashed) a magnetic perturbation modeling tearing modes. TEM transport (thick lines) is increased by orders of magnitude, while ITG transport (thin lines) only changes by approximately a factor of two, despite imposing an identical tearing perturbation.
ITG mode favored by the equilibrium and the corresponding type of mode coupling interaction that dominates the saturation. In the tokamak, the ITG instability comes in two varieties, a so-called sheared-slab ITG branch with a mode structure that is flute-like and governed by a magnetic shear, and a toroidal branch with a ballooning mode structure governed by a magnetic curvature. Which branch is favored depends on the relative magnitudes of the parallel and curvature drift frequencies. In the slab ITG branch, mode coupling between the unstable ITG mode and a conjugate stable mode that dominates saturation is mediated by a marginally stable eigenmode. In the toroidal branch, a balance of parallel flow with the shear, the poloidal variation, and the radial wave propagation removes the marginal mode from the linear eigenmode spectrum. Mode coupling then favors a saturation channel that uses the zonal flow, thereby introducing zonal-flow regulation. The gyrokinetic simulations of ITG turbulence in a stellarator support this picture of mode coupling. Zonal flows have a significant impact on saturation when the toroidal branch dominates. When the shear is strengthened only enough to bring the parallel and curvature drift frequencies to comparable values, the zonal flow no longer dominates saturation. Instead, removing the zonal flows results in only a slight increase in saturation level, much like the situation described here for the ITG turbulence in the RFP. Moreover, an analysis of the triplet wavenumber interactions further confirms that non-zonal couplings become dominant in the regime of comparable drifts.

The parameter that delineates the two branches of ITG instability is the ratio of the scale lengths of the magnetic shear to the magnetic curvature \( L_s / \kappa \), where \( \kappa \approx \nabla B / B \) in a low-\( \beta \) plasma. For \( L_s / \kappa < 1 / 2 \) the mode is shear-slab-like, while in the opposite limit it is a curvature dominated mode. For tokamaks, \( L_s \) is given by the well known formula \( L_s = R q / \delta \) where \( \delta = (r / q) dq / dr \). In the RFP, the comparable magnitudes of the toroidal and poloidal fields invalidate the tokamak expression for shear in the outer half of the plasma, and instead \( L_s = r / (\kappa dq / dr) \). It should also be noted that the magnetic field curvature that dominates in most of the plasma volume of the RFP is the poloidal-field curvature.

For the ITG-dominated discharge the shear and curvature scale lengths were \( L_s = 0.21 \text{m} \) and \( \kappa^{-1} = 0.47 \text{m} \), making \( L_s / \kappa^{-1} = 0.45 \). This places the plasma at the cross over between the two ITG branches, and critically, from the arguments given earlier indicates that zonal flows do not play a dominant role in saturation.

These results are also consistent with an analysis of parallel mode structure as quantified by \( c_* k_1 / \omega \), where \( c_* = (T_e / m_i)^{1/2} \) is a characteristic sound speed, \( k_1 \) is a parallel wavenumber calculated from the width of the mode along the field, and \( \omega \) is the linear frequency of the mode. For ITG modes dominated by curvature one expects localized mode structure with \( k_1 \) large, or \( c_* k_1 / \omega > 1 \), while for modes dominated by shear one expects a more extended structure with \( c_* k_1 / \omega < 1 \). For the ITG instability discussed in this work \( c_* k_1 / \omega \approx 0.3 \), while \( c_* k_1 / \omega \approx 1.1 \) for Cyclone Base Case (CBC) parameters.

IV. ZONAL FLOW CHARACTERIZATION

To model the MST experiment, it is necessary for microturbulence models to incorporate tearing perturbations. Because tearing mode suppression is a goal of current profile control in the RFP, the behavior of zonal flows and turbulence observed in the absence of tearing modes is worth investigating. In particular, if the RFP could operate with full tearing suppression, it would likely be able to sustain much steeper gradient profiles relative to tokamaks, thus enhancing its performance. In light of the preceding discussion, there are two properties of these RFP discharges that merit investigation: (1) the ability (in the absence of tearing modes) to support very strong zonal flows, and (2) the fact that zonal flows play very different roles in saturation for the ITG and TEM discharges. The first point is addressed by examining the Rosenbluth-Hinton zonal flow residual for RFP geometries. The second point is addressed through examining collisional effects and secondary instability drive.

A. Rosenbluth-Hinton residual

One aspect of the zonal flow behavior is the residual, described in Ref. 38. The plasma responds to an impulsive electrostatic potential on a flux surface through a shielding process in which geodesic acoustic modes driven by the perturbation are damped away and the system arrives at a new constant amplitude \( \Phi_{\text{res}} \), called the zonal flow residual. The amplitude of this residual is

\[
\frac{\Phi_{\text{res}}}{\Phi_0} = \frac{1}{1 + 1.6q^2 / \epsilon_i^{1/2}},
\]

where \( \Phi_0 \) is the initial amplitude of the electrostatic potential, and \( \epsilon_i \equiv r / R_0 \). This equation can be thought of as a measure of the ability of the plasma to maintain a zonal-flow amplitude set by a perturbation. The associated physics has been characterized extensively through the numerical simulation see, e.g., Ref. 37. For the magnetic geometry of the present discharges, Fig. 7 shows that the residual is measured to be considerably larger than what is seen in the Cyclone Base Case (CBC), a standard tokamak parameter set, and is

![FIG. 7. Electrostatic potential \( \Phi / \Phi_0 \) decay to the zonal flow residual, in good agreement with Eq. (1) for both MST parameters (thin green line, right axis) and CBC (thick blue line, left axis). The small \( q \) of the RFP results in a much larger residual value. This calculation was performed at zonal flow wavenumbers of \( k_r \rho_s = 0.05 \) for the CBC and \( k_r \rho_s = 0.3881 \) for MST.](image)
still well predicted by Eq. (1). The RFP’s low toroidal magnetic field leads to a safety factor \( q \) that is at least an order of magnitude smaller than that of the tokamak, resulting in the significantly larger residual. This behavior had been noted previously in the context of RFX-Mod discharges.\(^8\) 

Figure 8 shows that despite the large residual, Eq. (1) is accurate across a large range of \( q \) values, illustrating that it applies to both tokamak and RFP regimes. Large residuals are a contributor to the strong zonal flows seen in simulations. It is important to note that the large zonal flow residuals discussed here apply to plasmas with perfect axisymmetric flux surfaces; experimental reality is better described by including the residual tearing fluctuations. As discussed in Ref. 16 and in Sec. III, the presence of resonant magnetic fluctuations, such as those arising in MST from the residual tearing modes, serves to reduce the zonal flow amplitudes. For more details on the impact of the electromagnetic effects on the zonal flow residuals, see Ref. 17.

While the large zonal flow residuals are consistent with the strong zonal flows seen for simulations unaffected by the tearing modes, they fail to distinguish between turbulence regimes governed by different instabilities and thus provide no information concerning the difference between the TEM and ITG zonal flow activity. Such differences are discussed in Sec. IV B and IV C.

**B. Collisionality**

In tokamaks, TEM turbulent amplitudes have been observed to vary with collisionality.\(^9\) In particular, higher electron-ion collisionality in a plasma will lead to an increase in electron detrapping, reducing TEM growth rates. Increased collisionality also erodes zonal flows. However, the zonal-flow erosion is less pronounced than the growth rate reduction. Consequently, the balance of the growth rate to the zonal flow level is affected, leading to proportionally stronger zonal-flow regulation as the fluctuations decrease. The effect of collisionality on TEM and ITG modes in the RFP is shown in Fig. 9, where trends similar to those in tokamaks are evident for TEM-dominated discharges. Figure 9(a) shows that when the collisionality is raised from half its nominal experimental value to the experimental value \( \nu_c \), the growth rate decreases by 50%. Note that \( \nu_c \equiv (R_0/4v_{Te})v_{ei} \), where \( v_{Te} \) is the electron thermal speed and \( v_{ei} \) is the electron-ion collision frequency in units of Hz.

However, despite an increase in zonal flow damping, the Dimits shift increases [as made evident by the increased critical gradient for \( Q^c \) in Fig. 9(a)], suggesting that the effect of collisions on the zonal flow is weaker than their effect on the growth rate. This is confirmed by examining how zonal flow residuals and linear growth rates are affected by collisionality. For the TEM case, a factor of two increase in collisionality (from half the experimental value to its full value) results in a 40% reduction of linear growth rates, but only a 30% increase in the zonal flow decay rate, consistent with the results as shown in Fig. 9. These results indicate that the transport regulation of TEM turbulence is increased in a more collisional plasma.

In contrast, Fig. 9(b) shows that collisionality has little effect on either the ITG growth rate or the heat flux. For this case, doubling collisionality causes the zonal flow decay rate to increase by 25% and the linear growth rate to decrease by 10%. The lack of change in ITG Dimits shift is consistent with the previously discussed observations that zonal flows play a less important role in turbulence saturation for the ITG discharge, with collisions working analogously to the tearing fluctuation as a source of zonal flow degradation.

The specific MST data sets analyzed in this work have plasma densities comparable to typical tokamak discharges, but lower temperatures (core \( T_e \approx 500 – 600 \text{ eV} \)), leading to a higher collisionality \( \nu_c \approx 10^{-1} - 10^{-2} \). For comparison, typical collisionalities in tokamak gyrokinetic simulations\(^2\) in the region of interest \( (r/a \approx 0.8) \) are at most \( \nu_c \approx 10^{-3} \). This high-collisionality regime of operation thus contributes to the strong zonal-flow suppression of TEM turbulence.

---

**FIG. 8.** Scaling of zonal flow residual with safety factor \( q \), showing applicability of Eq. (1) for both tokamak \( (q \approx 1) \) and RFP \( (q \ll 1) \) regimes, performed at \( k_p \rho_s = 0.3881 \) and \( \epsilon_s = 0.2741 \).

**FIG. 9.** Linear growth rate and heat flux over a range of driving gradients at nominal and half nominal \( \nu_c \). From this, one can measure the Dimits shift change with respect to collisionality for (a) TEM and (b) ITG. Increasing collisionality results in an increase of the Dimits shift in TEM, but no significant change for ITG.
observed in simulation by increasing the Dimits shift, while having little effect on ITG turbulence.

C. Secondary instability

Secondary instability analysis describes the process by which a linear instability (e.g., TEM or ITG) causes the excitation of a secondary instability via nonlinear coupling.\textsuperscript{39,40} The secondary instability growth rate is a measure of nonlinear zonal flow excitation strength. Specific details on the procedure for secondary instability analysis are given in Ref. 42. To summarize, a streamer ($k_x = 0$, finite $k_y$) representing the typically fastest growing linear eigenmode is allowed to evolve linearly with a sideband (both $k_x$ and $k_y$ finite, not connected to the streamer via the parallel flux tube boundary condition) and a zonal flow, until the mode is converged. That state is then used as an initial condition in a subsequent simulation where the linear drive term is set to zero and the streamer is held fixed in time. The nonlinear interaction in the streamer-sideband-zonal-flow triplet results in exponential growth of the secondary mode, here the zonal flow. A secondary growth rate can then be calculated.

The parametric dependencies of the secondary growth rate are studied using scans over magnetic shear $\tilde{s}$ and radial wavenumber $k_x \rho_s$, shown in Fig. 10. For experimentally relevant parameters (denoted in the figure by circled points), the TEM secondary growth rate is more than twice that of the ITG secondary. This underscores that in the TEM case, the zonal flow drive is too strong for turbulence to fully develop, while in the ITG case, a comparable balance between zonal flow and turbulence is maintained. While Fig. 10(b) shows the TEM and ITG secondary growth rates peaking at the same radial wavenumber, in nonlinear simulations, TEM turbulence preferentially generates zonal flows at larger $k_x \rho_s$ than ITG. Figure 11 further illustrates this preference in TEM for smaller radial zonal structures, showing the zonal flow spectra taken from nonlinear simulations. Higher-$k_x$ zonal flows can result in a more effective regulation of turbulence, either through increased eddy shearing or a larger rate of nonlinear energy transfer to damped modes (both of which scale as $k_x^2$). The reason for the predilection for higher-wavenumber zonal flows in TEM turbulence remains an open question for further study.

V. ENERGETIC PARTICLES IN MST

The question whether microturbulence plays an important factor in fast particle—particularly beam ion—losses in tokamaks has not definitively been answered.\textsuperscript{43–46} One approach in this area is to study decorrelation of fast particles from the microturbulence and calculate the resulting losses,\textsuperscript{22,47} deriving scaling laws for diffusion as a function of particle energy. Notably, the assumptions made in these derivations hold in RFP geometry and should thus apply to MST fast ion diffusion at the radial locations where TEM or ITG microturbulence dominates. While these regions are not studied experimentally with respect to fast particles, they provide an interesting testing ground for theory-simulation comparison. The theory describes fast particle diffusivity in three regimes defined by the pitch angle parameter $\eta_t = v_t/v$: trapped particles ($\eta_t \approx 0$), large-$\rho$ passing particles ($\eta_t \approx 0.9$), and fully passing particles ($\eta_t \approx 1$). Based on Ref. 47, the expected diffusivity scaling with energy for these cases are $D(E) \propto E^{-3/2}$ for trapped and large-$\rho$ passing particles and $D(E) \sim E^{-1}$ for fully passing particles.

The simulations including fast deuterium ions ($T_{f0} = 50T_{e0}$) were performed on the TEM-dominated discharge to study diffusivity in RFP conditions. In the tearing-free simulations, the density gradient was increased by a factor of four to go beyond the Dimits regime and permit turbulence to fully develop. As shown in Fig. 12, the diffusivity...
matches well the expected electrostatic diffusivity scaling for different values of $\eta_0$. The lower-energy fast particles ($E \approx 10T_{f0}$), which have been speculated to be most strongly affected by microturbulence, have diffusivities one to two orders of magnitude less than seen for tokamak cases studied previously, even despite the large gradients used. The inclusion of an external magnetic perturbation modeling tearing fluctuations violates assumptions on which the theory is built. As a result, the diffusivity scaling seen in simulations differs significantly from theoretical expectations across all values of $\eta_0$. The next step for the RFP turbulence studies will be multi-scale, accounting for the effect that self-consistently evolved tearing modes in the core have outside the reversal surface. This should resolve the appropriate magnetic fast ion dynamics and hopefully provide insight into these discrepancies.

VI. SUMMARY

Microturbulence in the MST reversed-field pinch has been studied through gyrokinetic simulations that model high-frequency fluctuations measured in improved-confinement PPCD discharges. Linear simulations from two separate data sets were analyzed and the dominant instabilities were identified as density-gradient-driven TEM (for $\eta \approx 1.0$) and ITG (for $\eta \approx 1.5$). Nonlinear simulations with no external magnetic field perturbation to model tearing mode fluctuations produced turbulence in both cases with very strong zonal flows, and transport levels were well below the nominal experimental levels. An external, constant-in-time magnetic tearing perturbation was imposed in the simulations to model the effect of the residual tearing modes in PPCD discharges.

In both the TEM and ITG cases, this degraded the zonal structures, although with a different result in each case. For TEM, the transport was increased by orders of magnitude, reaching a value on the order of that expected from the experiment. However, the ITG transport was affected far less, increasing only by approximately a factor of two; future experimental analysis of the ITG discharge will allow for proper comparison of transport quantities. The tearing perturbation also affected the energetic particle diffusivities, resulting in scaling behaviors that disagree with tokamak theory expectations, despite strong agreement without the perturbation.

Aspects of zonal flow physics in the tearing-free RFP were studied in detail to describe these observations. Zonal flows are found to be very sensitive to safety factor $q$, with the low-$q$ regime of the RFP resulting in a much higher zonal flow residual than the tokamak; this provides a partial explanation for the strong zonal flow observed in the absence of magnetic tearing perturbations. Within this tearing-free regime, differences between the TEM and ITG case were addressed by looking at the effects of collisionality, as well as comparing the secondary instability dynamics. Collisionality was seen to have a role in setting TEM transport levels, with higher collisionalities resulting in an increased regime of TEM turbulence suppression by zonal flows; the ITG turbulence conversely showed very little dependence on collisionality. Observing secondary growth rates as a metric for nonlinear zonal flow excitation, the TEM zonal flow growth was observed to be more than twice that of the ITG for the discharges of interest. It was noted that the TEM zonal flows exhibit a preference for higher-$k_n$ formation, which suggests that zonal flows in the TEM case are more effective at transferring energy out of unstable fluctuations.

These effects together serve to describe the observed turbulence behavior seen in the idealized, tearing-free regime of MST. For the regime in which the tearing effects are included, differences in saturation mechanism are observed for the TEM and ITG cases. Important, the ITG case is seen to depend fairly weakly upon zonal flows for saturation, in stark contrast to ITG modes in tokamaks for which zonal flows are the dominant saturation mechanism. This difference in behavior is attributed to the branch of ITG favored by the equilibrium; in this case the mode is shown to be more slab-like than the strongly toroidal ITG common in tokamaks. As such, the RFP ITG mode saturates through means other than zonal flows. It will be important for future model integration efforts to determine a self-consistent implementation of the tearing mode in PPCD, taking a step further than what has been done thus far. The inclusion of current gradients in the gyrokinetic distribution function, as well as accounting for the edge and core dynamics simultaneously in global Gene simulations, will be an important next step in this effort.
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APPENDIX: TEARING PERTURBATION IMPLEMENTATION

Simulating discharges based on MST parameters using only self-consistently perturbed flux surfaces results in an unexpectedly low transport due to strong zonal flows. Those simulations do not take into account the tearing activity that remains in the plasma, albeit at a reduced level because of PPCD. To more accurately model transport in these discharges, the effect of residual tearing on zonal flows must be taken into account. This is done here by including a constant-in-time resonant $A_1$ perturbation. The details of the implementation, adapted from Refs. 9 and 48, are discussed in what follows. Beginning with Ampère’s Law

$$k^2 A^e_{\perp} = j_1 = \frac{\beta}{2} \sum_j q_j n_j v_j B_0 \int v_j j_0(\lambda_j) f_j(k) dv \, d\mu, \quad (A1)$$

where $f_j = g_j - (q_j v_j v_j F_{j0}/T_j) A_{\parallel}$ is the distribution function of species $j$, while $\beta$ is the ratio of plasma pressure to magnetic field pressure, $q_j$ is electron charge, $B_0$ is the background magnetic field, $v_{\parallel}$ is the velocity parallel to the magnetic field, $\mu$ is the magnetic moment, $J_0$ is the zero-order Bessel function, and $\lambda_j \equiv \left( \sqrt{2B_0/m_j} \right) k_{\perp}/\Omega_j$. To include the tearing perturbation, one may add an external perturbation $A^e_{\perp}$ to the self-consistent $A^c_{\perp}$, such that $A_{\perp} \rightarrow A^c_{\perp}(k_x, k_y, z, t) + A^e_{\perp}(0, k_{z,\text{min}}, z)$. Plugging this perturbed distribution function $f_j$ into Eq. (A1), one obtains

$$k^2 A^e_{\perp} = \frac{\beta}{2} \sum_j q_j n_j v_j v_{\parallel} B_0 \int v_j j_0(\lambda_j)$$

$$\times \left( g_j - q_j v_j v_j F_{j0} \left( A^c_{\perp} + A^e_{\perp} \right) \right) dv \, d\mu. \quad (A2)$$

This equation can be solved for $A^e_{\perp}$

$$A^e_{\perp} = \frac{\beta}{2} \sum_j q_j n_j v_j v_{\parallel} B_0 \int v_j j_0(\lambda_j) g dv \, d\mu / k_{\perp}^2 + I_1}^2 + I_1}^2,$$

where

$$I_1 \equiv \sum_j \frac{\beta}{2 T_j} q_j n_j v_j v_{\parallel} B_0 \int j_0(\lambda_j) v^2 F_{j0} dv \, d\mu. \quad (A4)$$

The first term on the right-hand-side of Eq. (A3) represents the standard picture of $A_1$ evolution without any perturbation, taken from Ampère’s law; the second term is the contribution of an externally imposed perturbation. Note that Ref. 9 neglected the prefactor on the second term in Eq. (A3). The functional form of the tearing-parity perturbation is implemented as a Gaussian in the $z$ direction (parallel to the background magnetic field), $A^e_{\perp} = A_0 e^{-z^2}$. The global tearing mode cascade extends to spatial scales relevant to microturbulence, but it is assumed here that the cascade is sufficiently steep so that the tearing fluctuation can be included only at the largest scales of the simulation box, $(k_x = 0, k_z = 2\pi/L_z)$, corresponding to a purely radial fluctuation in the magnetic field. The value chosen for the amplitude of the perturbation is informed by the experimental measurements: high-$n$ $B^e_z$ and $B^e_i$ fluctuations are measured outside the reversal surface, and $B^e_z$ is determined relative to these via the tearing eigenfunction solver RESTER. \(^{49}\)