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Non-azimuthally symmetric floating potential structure (also called vortices or convective cells) were examined to determine whether the structure is responsible for enhanced diffusion in the Octupole. Two gun plasma were used: a collisionless H plasma \( n_0 \sim 5 \times 10^9 \text{ cm}^{-3}, T_{i0} \sim 30 \text{eV} \); and a collisional He plasma \( n_0 \sim 2 \times 10^{11} \text{ cm}^{-3}, T_{i,e} \sim 0.2 \text{eV} \).

The floating potential was measured as a function of the coordinates perpendicular to the magnetic field by a Langmuir probe mounted on a cart which could be moved azimuthally along the bottom of the Octupole; the results are presented as two-dimensional contour plots. For a purely poloidal field, the floating potential was found to be constant along a magnetic field line, and the two-dimensional contours can be rotated about one of the internal rings to show the three-dimensional potential structure.

The results can all be understood within the framework of vortex diffusion with a non-thermal energy spectrum. For the collisionless plasma in a purely poloidal field, machine-sized, long-lived convective cells were observed. The diffusion coefficient calculated using the toroidal electric field spectrum agrees with measurements by other authors of the diffusion in this plasma. With an added toroidal field, vortex structure is measured on the low-field side of the ring; this is consistent with the theory if the vortices are supported by trapped electrons in the poloidal field mirrors.
For the collisional plasma, at high fields (.5-2kG) vortices are observed. The electric field spectrum is peaked at the longest wavelengths. The diffusion calculated from the spectrum agrees with the previously measured diffusion in the Octupole for this case. At lower fields (~300G), the vortices are observed to damp when the diffusion in the plasma makes a transition from vortex to classical diffusion scaling. At very low field (~100G) the cell structure is much smaller than at high fields by the earliest times observed.

With an added weak toroidal field the cells are observed to decay and the longest-wavelength modes are damped preferentially. This agrees with previous diffusion studies that have shown that classical diffusion is dominant for this case.

The physical model that emerges from the theory and the data is as follows. The initial injection process creates a plasma with a large amount of energy (from charge separation) in turbulent vortex modes. During the first few milliseconds, this initial, non-reproducible distribution evolves into a reproducible structure with the energy concentrated at the longest wavelengths. The spectrum then retains this shape, and decays on a much longer time scale than the one required to produce the long-wavelength distribution. Diffusion is caused by the vortex modes when the electric fields become uncorrelated. The magnitude of $D_v$ depends on both the magnitude of the electric fields, and the correlation times. This interpretation also accounts for the enhanced magnitude of $D_v$ obtained in the diffusion studies over the Okuda-Dawson diffusion coefficient, while preserving the scaling.
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CHAPTER I - INTRODUCTION

The purpose of this thesis is two-fold: first, to present floating potential structure for different plasmas and operating parameters in the Wisconsin Levitated Octupole. Second, to show how the observed potential structure can be used, within the framework of vortex diffusion, to account for enhanced diffusion in the appropriate parameter regimes.

Throughout this paper the words "convective cells", "floating potential cells", and "vortices", will be used interchangeably to mean 'non-azimuthally-symmetric floating potential structure'. [Reference 14 contains a discussion of the various types of cells presented in the literature, as well as a compendium of experimental papers on cells.]

I.1 HISTORICAL BACKGROUND

The presence of non-azimuthally symmetric floating potential structure in the large Wisconsin Levitated Octupole was first reported by Drake. The structure was measured by a Langmuir probe, mounted on a cart which could be moved azimuthally along the bottom of the machine. Drake also noted the effect of the potential contours (open or closed) on the orbits of single particles, including the effect of azimuthal VB drifts.

Earlier work on the small Wisconsin Toroidal Octupole had shown asymmetries in the floating potential both during the injection process and subsequent motion of
plasma around the machine$^2,^3$, and during the later phases of the experiments when the plasma was more uniformly distributed$^4,^5$. Although the plasma was stable to flutes$^2$, the plasma losses were still much larger than what would be expected from classical diffusion$^6$, even with the addition of a toroidal field$^7$.

When the Wisconsin Levitated Octupole was built, experiments were begun to understand the cross-field diffusion. Particle losses to the hoops were measured with striped particle collectors$^8,^9$ by Cavallo$^{10,11}$ and Drake$^{1,12}$. For a low density ($n \approx 10^9 \text{cm}^{-3}$) collisionless gun plasma in a 1kG average field, a diffusion coefficient was estimated from the measured particle flux to the ring and the density gradient near the ring, and was found to be roughly independent of B, and proportional to an inverse power of the density$^{13}$. In addition to scaling differently than classical diffusion ($D_c \propto n/B^2$), the diffusion coefficient was several orders of magnitude larger (750cm$^2$/sec$^{10}$ vs .2cm$^2$/sec$^{14}$). Drake$^{12}$ also showed that the particle flux was 100 times smaller than expected if the diffusion were Bohm-like ($D_B \propto 1/B$).

Work by Greenwood$^{13}$, Drake and Berryman$^{16}$, Navratil$^{15}$, and others concentrated on first solving the diffusion equation in Octupole coordinates, and then parametrizing the scaling of the diffusion coefficient. These results are summarized in the next section.
1.2 DIFFUSION COEFFICIENT SCALING IN THE WISCONSIN LEVITATED OCTUPOLE

Greenwood\(^{13}\), and Drake and Berryman\(^{16}\), set up and solved the diffusion equation in Octupole geometry, and confirmed the independence of the diffusion on \(B\), and determined a density dependence of \(n^{-1/2}\) for the collisionless plasma in a 1kG poloidal field.

The next step was to extend the range of plasma parameters available in the Octupole. Navratil\(^{15}\) built a second plasma gun designed to produce a colder, denser, collisional plasma. Modifications to the capacitor banks allowed operation at very low fields (<40G near the lower outer hoop surface)\(^{25}\). Using the diffusion equation, density profile shapes and time decays were then fit to predict the scaling of \(D\) over a wide range of parameters\(^{15,25,26}\).

The results of the profile evolution with a purely poloidal field can all be explained within the framework of vortex diffusion:

\[
D_v \propto \frac{1}{B} \frac{T}{\epsilon} \tag{1.1}
\]

where \(\epsilon = 1 + 0.018 n (\text{cm}^{-3})/B^2 (\text{G})\). Because classical collisional diffusion is always present, it will be dominant over vortex diffusion at sufficiently low fields for a dense enough plasma.

The collisional plasma exhibits classical diffusion \((D_c = D_0 n/B^2)\) at low fields \((B \approx 100\text{G})\). As \(B\) is increased, there is a transition to vortex diffusion scaling, \(D\) proportional to \((T^*/n)^{1/2}\) and independent of \(B\). The
magnitude of D indicates an "effective temperature" $T^*$ of $10^6$ eV\textsuperscript{26}.

For the lower-density collisionless plasma, vortex diffusion scaling persisted until the density was reduced to the point where the dielectric constant approached unity, where the scaling became independent of density, and proportional to $B^{-1}$ as predicted by equation (1.1). After an initial cooling period of 20 ms\textsuperscript{15} (during which the electron temperature decays) the collisionless plasma with $\varepsilon > 1$ had a constant $T^*$ of $10^4$ eV\textsuperscript{25}. $T_e$ was also constant after 20 ms.

With an added toroidal magnetic field the collisionless plasma still diffuses independently of $B$, but the density dependence changes from $n^{-1/2}$ to $n^{-1}$, as seen in computer simulations by Kamimura and Dawson\textsuperscript{27}. In the case of the collisional plasma, a very small toroidal field ($\sim 20$ G) added to the poloidal field ($B_t/B_p \sim 0.03$) doesn't affect the vortex diffusion scaling. A larger toroidal field ($B_t/B_p \sim 1$) causes the diffusion to become classical\textsuperscript{28}.

I.3 OUTLINE OF THESIS

The work to be described was done concurrently with the diffusion studies. As cell structure was plotted for different regimes, it became apparent that cells could be very large (machine-sized), and very long-lived. Questions then arose as to what effect the cells can have on plasma transport across $B$, what are the causes (or sources) of cells, and how can they be destroyed or damped. The object of this thesis is to answer those questions.
At the same time as the diffusion and cell studies, theoretical work was being done on two-dimensional plasmas from several points of view. The results are summarized in the following paragraphs, and discussed in more detail later. The importance of the theory lies in that, with a few modifications and extensions, 2-D fluid theory can be used to predict both vortex diffusion and macroscopic vortex structure, remarkably like that observed in the Octupole.

For the purpose of this thesis we will be mainly interested in the plasma regimes where the diffusion scales like "vortex diffusion", \( D_v \propto (T^*/n)^{1/2} \), where \( T^* = T_e \), and independent of \( B \). The vortex diffusion coefficient can be derived in several ways. Taylor and McNamara\(^{17} \) studied the 2-D electrostatic guiding-center plasma (with \( \varepsilon = 1 \)), and found \( D \) for an arbitrary electric field spectrum,

\[
D = \frac{1}{B} \sum k^2 E^2(k) \tag{1.2}
\]

Okuda and Dawson\(^{18} \) calculated the diffusion coefficient for a 2-D thermal plasma from the linearized two-fluid equations, without making the guiding-center approximation, to obtain

\[
D \propto \frac{T}{n}, \text{ independent of } B \tag{1.3}
\]

Okuda and Dawson pointed out that if the guiding-center approximation is not used, the energy distribution in thermal equilibrium is \( \varepsilon E^2/8\pi \) rather than \( E^2/8\pi \), with \( \varepsilon > 1 \), and showed that with this substitution into equation (1.2), Taylor and McNamara's result would be the same as equation (1.3).
The statistical mechanics of the 2-D guiding center plasma with ε=1 was examined by Joyce and Montgomery\textsuperscript{19,20}, and by Taylor\textsuperscript{22}, for a non-thermal spectrum. For the parallel charged rod model with a certain minimum energy, the equilibrium state was spatially non-homogeneous, corresponding, in the large energy limit, to two counter-rotating vortices filling the system. With a different guiding-center model (a truncated Fourier series representation) Montgomery\textsuperscript{23} and Seyler et al.\textsuperscript{24} obtained similar results using the theory for a Navier-Stokes fluid: under the proper initial conditions on the energy, both theory and numerical simulation showed macroscopic vortices as the equilibrium solution. The macroscopic cell structures measured by Drake, and those presented in this paper are similar in many ways to the macroscopic vortices predicted by the guiding center models, and have an electric field energy much larger than the thermal spectrum.

The Okuda-Dawson diffusion coefficient predicted the correct scaling for the collisionless plasma but was too small by several orders of magnitude if the thermodynamic temperature was used. However, there is no a priori reason to expect the electric field spectrum in the plasma to be given by a thermal spectrum.

In summary, using the various interrelated aspects of the theories, we will attempt to show that the vortex structures observed in the plasma are the source of enhanced vortex diffusion in the appropriate regimes in the Octupole.

Experiments were made with the collisionless gun plasma and with a colder, denser collisional plasma. The plasma parameters are summarized in Table I.1. More
# PLASMA PARAMETERS

<table>
<thead>
<tr>
<th>Gas</th>
<th>I. Hydrogen</th>
<th>II. Helium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density:  $n_0$</td>
<td>$5 \times 10^9$ cm$^{-3}$</td>
<td>$2 \times 10^{11}$ cm$^{-3}$</td>
</tr>
<tr>
<td>Background pressure:</td>
<td>$3 \times 10^{-7}$ Torr</td>
<td>$6 \times 10^{-6}$ Torr</td>
</tr>
<tr>
<td>Collisionless</td>
<td></td>
<td>Collisional</td>
</tr>
<tr>
<td>Temperature: (eV)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Graph](Ref.25)  
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detailed information about these plasmas is given in Navratil\textsuperscript{15}, Chapter II. The poloidal bank voltage was varied to operate the machine with the same parameters as in the diffusion studies. Data was also taken with an added toroidal field ($B_t=0$-300G on axis). Except where specifically noted, densities ($n$) are given in cm\textsuperscript{-3}, temperatures ($T_e$, $T^*$) are in eV, and all other quantities are MKS.

Chapter II presents the diagnostics employed. The first part of Chapter III shows how the results from 2-D fluid theory can be considered appropriate to plasmas in the Octupole with a purely poloidal field, and the second part covers the development of the theory of vortex diffusion. Chapter IV concerns the application of the theory to Octupole coordinates, and a discussion on the creation of convective cells in the Octupole. Chapter V presents data taken with a poloidal field for both plasmas; and Chapter VI contains the data for both plasmas with a poloidal and toroidal field. The conclusions are presented in Chapter VII, along with recommendations for further work.

It is strongly suggested that the data portions of Chapter V be skimmed before reading the theory; this will make it easier to understand why certain theoretical developments are investigated. In particular note the presence (or absence) of non-azimuthally-symmetric floating potential structure and the shape and magnitude of the azimuthal potential and electric field spectra.
CHAPTER II - DIAGNOSTICS

II.1 GENERAL MACHINE DESCRIPTION

The Wisconsin Levitated Octupole (Fig. 2.1) has been extensively described elsewhere \textsuperscript{1,10,13,29}. The basic operating parameters are shown in Table II.1 for maximum voltage on the poloidal field bank (5kV). The Octupole is a pulsed machine; the four internal hoops are the secondary of a 90-to-1 transformer. The magnetic field and lines of constant field strength (mod. B lines) are shown in Fig. 2.2; Octupole coordinates are sketched in Fig. 2.3 (differential operators in this coordinate system are given in Appendix A). The average magnetic field in the private flux is defined\textsuperscript{25} as one-half of the average field strength on the surface of the large-major-radius ring; \( B_{\text{ave}} \) is roughly twice as large in the private flux of the inner hoops.

Data to be presented was all taken with the field crowbarred at 25ms, slightly after peak field. The L/R decay time for the magnetic field varies from \( \approx 95\text{ms} \) near the rings to \( \approx 165\text{ms} \) near the center of the machine\textsuperscript{30}. This allows experiments to be done in a slowly-varying magnetic field. A high current SCR and solid state diode\textsuperscript{15} allow operation with a crowbarred field even at very low bank voltages. The four internal rings can be levitated for a period of approximately 20ms. A typical time sequence for a levitated experiment is shown in Fig. 2.4.
Fig. 2.1  WISCONSIN LEVITATED OCTUPOLE
Table II.1
Operating Parameters of the Levitated Octupole*

<table>
<thead>
<tr>
<th>Current**</th>
<th>Wall</th>
<th>Inner Hoop</th>
<th>Outer Hoop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$1.4 \times 10^6$ A</td>
<td>$0.5 \times 10^6$ A</td>
<td>$0.25 \times 10^6$ A</td>
</tr>
<tr>
<td>B max (at surface)**</td>
<td>6 kG</td>
<td>12.0 kG</td>
<td>5.5 kG</td>
</tr>
<tr>
<td>B min (at surface)**</td>
<td>1 kG</td>
<td>5.3 kG</td>
<td>3.4 kG</td>
</tr>
<tr>
<td>$B_t$ (on axis)*</td>
<td>768 G</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Poloidal bank voltage 5 kV
- Energy of pulse $0.6 \times 10^6$ J
- Total peak core flux 0.72 Wb
- Inductance $L = N^2 L_0$, $N=90$, $L_0 = 0.6$ μH (calculated)
- Capacitance 0.048 F
- Volume of vacuum region 8.6 m³
- Volume inside $\psi$-critical @ 20ms 7.7 m³
- Hoop minor radius 8.9 cm
- Inner hoop major radius 0.99 m
- Outer hoop major radius 1.79 m
- Half-sine period ($B_p$) 43 ms
- Half-sine period ($B_p + B_t$) 47 ms
- Crowbar time 23 ms
- Crowbarred field decay time 65–90 ms

*All parameters are for full amplitude at 20 ms.
**Approximate values.
Fig. 2.2 Field lines and mod B lines at 25ms.
FLUX COORDINATES

\[ \hat{\psi} \times \hat{\chi} = \hat{\theta} \]

**Fig. 2.3 Octupole coordinate system.**
Fig. 2.4 Time sequence for levitated shot (normal levitation).

Fig. 2.5 Access probe ports at 45°.
II.2 FLOATING POTENTIAL CONTOUR PLOTS

To meet the two thesis objectives stated in Chapter I, it was necessary to map the three-dimensional potential structure in the Octupole for a variety of parameters. It has always been assumed that there would be no potential gradients along an Octupole field line in a purely poloidal field because parallel flow would quickly short out local imbalances. To verify this, the floating potential was measured with Langmuir probes for several field lines in the private flux of the lower outer hoop, and several in the common flux, at various positions along the field line. At 45° in θ from the gap it is possible to access the same field line from several different probe ports, as shown in Fig. 2.5. The field lines cannot be located to within better than 1/8" - 1/4" for several reasons: 1) the probe tips are ~1/8" long; 2) the dimensions of the Octupole and those of the flux plots do not exactly coincide (for example, the lower lid is 1/2" higher than the flux plot shows); 3) the approximation used for the current does not duplicate the real current in the walls and rings. The floating potential profiles measured had the same shape in ψ, and, to within experimental error in locating the field lines, the potential was constant along a field line.

The potential depends only on θ (azimuthal angle) and ψ (flux surface). Therefore, to obtain a 3-D picture of the floating potential structure, it is enough to measure the value of φ at one position on each field line as a function of θ. Drake designed a cart with a movable probe to do this. The cart is permanently mounted on rails on the bottom lid, at a radius slightly greater than the
lower inner hoop (at R=1.1m). The cart can be moved through an azimuthal angle of 350°, from -90°, past the gap (at 0°), through 240°. The cart is insulated from the rails and the machine by Teflon wheels, and carries four miniature coaxial signal cables.

The probe located on the cart can carry up to 4 probe tips. As shown in Fig. 2.6, the probe can be rotated through an angle α of approximately 100°, so as to sweep through portions of the lower lid mid-cylinder and inner nose common flux, and the mid-cylinder side of the private flux of both lower hoops. The position of the probe tips along the probe body determines what ψ-surface the probe tips are on at a given value of the angle α.

Several different probes have been used on the cart. They have all had had the general shape indicated in Fig. 2.6, with a shallow bend in the middle. This enables access quite close to the inner nose and inner ring (position A), and allows the probe to avoid hitting the microwave mirrors, etc., on the lower lid (position B). The probe tips were 2mm and 3mm gold balls mounted on 1/32" ceramic stalks; the probe body is of 1/8" ceramic. The probes had either 1 or 2 tips at the bend and 2 tips at the end. The probe frequency response is limited to ~1kHz by the cable capacitance.

The probe angle α can only be changed at an azimuth θ= -90° by a special screwdriver tool pushed through from the lower lid; therefore, floating potential scans were taken by setting the angle α at one value, and then moving the cart around the machine to obtain ϕ(θ) on one psi-surface (per probe tip) at a time. The early data was
FIG. 2.6 PROBE POSITIONS; CART PROBE.
digitized using the Biomations (with a maximum resolution of 1/64 full scale). Later data was digitized with Jon Twichell's TADC (nominally 12 bits) with a minimum resolution of 1/256, and usually better (1/1024). The data was taken using Greenwood and Zarnstorff's program CARTSCAN. The Octupole was operated on a 1-1/2 minute cycle; during this time the experimenter could examine the digitized signals from the cart and monitor probes, and a "movie" showing $\phi(\theta)$ for the current $\psi$-surface scan. A sample shot of data, and a scan in $\theta$ for one psi-surface, are shown in Fig. 2.7.

Floating potential contours were plotted by repeating this procedure for several values of $\psi$ to construct a 2-D grid. To obtain a 3-D picture, the plots can be rotated around a ring (stretched to follow the field line shape). Typically 4 to 6 psi-surfaces per tip were scanned; the grid step size in $\theta$ varied from about $4^\circ$ to $6^\circ$ depending on the experiment. Care was taken to approach grid points from the same direction to minimize the effect of backlash from the cart's driving mechanism. A typical experiment would involve $5 \times 111 = 555$ shots on the machine. Unfortunately the Octupole could rarely be counted on to provide that many shots in a row without some of the operating parameters changing (or a levator leaking, etc.). The monitor varied enough from day to day to make it necessary to take all shots for one scan on the same day. A compromise was reached by not taking every point on the grid, except where there were obstacles (Fabry-Perot Interferometer, supports, the gap, gun ports) which could be expected to affect $V_{x'}$; or where gaps in the data were observed in the movie. The missing points were later interpolated from the rest of the points on the same $\psi$-surface.
$V_e$ - 15 consecutive shots (He)

Azimuthal potential scan (movie)

Fig. 2.7 Sample data shot and azimuthal potential scan, collisional He, plasma; LOH
Fig. 2.8 shows an idealized sketch of a contour plot. Plotted data is presented separately for the private and common flux regions. The $\psi$ coordinate is labelled with the value of $\psi$ at 25ms. (Drake's contours are plotted in flux-space, with $\psi=\psi(t)$.) As mentioned by Greenwood\textsuperscript{13}, the cells are stationary in real space rather than in flux space, and plotting them with respect to $\psi_{25\text{ms}}$ emphasizes this. The magnetic field will be normal to the plots, and for a given plot will be either into, or out of, the page, but not both. The physical dimensions for the full range of values in $\psi$ (0-10 Dorics) are on the order of 10-50cm, and for $360^\circ$ in $\theta$, $2\pi R\sim2\pi(1.4\text{m})\sim9\text{m}$. If the plots were done in real space they would be sectors of a thin annulus, and if shown more nearly to scale, the contour plots would be long and skinny.

A fixed monitor probe was inserted in a probe port on the lower outer hoop to keep track of whether the plasma was reproducible. The changes in $V_f$ for a fixed position of the cart probe did not correlate with changes in $V_f$ at the monitor probe, making it impossible to normalize the data using the monitor probe. Instead a norm was defined as the area under the curve for the monitor signal, and an acceptance criterion was defined about the norm - shots in which the monitor was outside of this percentage were rejected. The acceptance range was 10% about the norm for the high density plasma (this plasma tends to be very reproducible - most shots fell within 5%), and 15% for the low density plasma.

Early work concentrated on producing floating potential contours, and efforts were made to measure all of the structure by using a relatively fine grid of points in $\theta$;
Fig. 2.8. Idealized sketch of floating potential contour plot (private flux).
this limited the azimuthal extent of the plots. When it later became evident that the spectrum was a useful quantity, the plots were extended to cover $360^\circ$, and the distance between grid points became larger. Ultimately we will be analyzing the cross-field diffusion from the turbulent velocity spectra. In the guiding-center approximation, drifts in $\psi$ are due to the $\theta$-components of the electric fields, and vice versa. Because the Octupole is a torus we are not interested in the diffusion in $\theta$; therefore we want to obtain the electric field spectrum for the $\theta$-component, which leads to a drift velocity parallel to $\hat{\theta}$. This will be discussed further in Chapter IV.

The relationship between the plasma potential and the floating potential is given by

$$V_p = V_f + \frac{kT_e}{2e} \ln \frac{m_e}{M_i} \quad (2.1)$$

We will be interested in Chapter III in the gradient of the potential rather than its absolute value. Because the gun plasmas in the Octupole have uniform temperatures$^{13,15}$, $\nabla T_e = 0$, and therefore we can use the floating potential contours to infer the electric fields in the plasma. Schmidt and Schmidt$^{31}$ measured electron cooling at the supports in the small Wisconsin octupole; the effect on the calculated E-field spectrum of this local cooling will be discussed in connection with the power spectrum in Chapter V. The symbols $\phi$ and $V_f$ will be used interchangeably in this paper to represent the floating potential.
II.3 POTENTIAL MEASUREMENTS IN TIME-VARYING FIELDS

Evans\textsuperscript{33-35} has pointed out the need to be careful when measuring potential differences in time-dependent fields. The problem when measuring potentials with the cart can be illustrated quite simply: in Fig. 2.9a the potential difference between points A and B includes the emf induced in the measuring circuit by the changing core flux through the loop. The contribution of this azimuthally-dependent vector potential must be removed to find the true potential difference between two points separated in \( \theta \). Following Evans, we will first examine the general problem of measuring potentials in a time-varying field, and then discuss two methods which have been used to correct the floating potential data taken with the cart.

Fig. 2.9b shows a circuit which might be used to measure a potential difference. The voltage measured by the voltmeter is given by

\[
V = (\phi_A - \phi_B) + \text{emf}
\]  

(2.2)

Here the emf is the voltage induced by the changing magnetic flux through the loop including the dotted line, which completes the circuit. There is no question how to calculate the emf if it is known exactly where the dotted portion of the circuit lies (for example, if it is a length of wire). This is because we know how much flux is enclosed by the loop in this case.

When the circuit is closed by a plasma it is impossible to say exactly where the dotted line should lie. However, Evans\textsuperscript{35} has shown that one can still calculate the potential
Fig. 2.9a Potential difference of a circuit enclosing the changing core flux.

Fig. 2.9b Path of integration, showing contours $c_1$ and $c_2$. 
difference between A and B without any knowledge of where
the closing contour \( c_2 \) lies if the vector potential \( \vec{A} \) is
given along the known part of the measuring circuit \( c_1 \).
The potential difference is given by

\[
\phi_A - \phi_B = V - \frac{1}{c} \int_{c_1} \frac{\partial A}{\partial t} \cdot d\ell
\]

(2.3)

where the voltmeter reading \( V \) is independent of gauge, and
the potential drop \( \phi_A - \phi_B \) will depend on the particular
gauge used for \( \vec{A}(\psi, \theta, t) \). To apply equation (2.3) we need
to know where the measuring circuit \( c_1 \) lies, and the value
of \( \vec{A} \) along the contour \( c_1 \).

With this equation in mind we will now discuss two
methods of correcting the potential measured by the cart
for the effect of \( \vec{A} \). The first method is the one used by
Drake\(^1\) to correct his data; this method was also used to
correct the early data taken for this thesis. The effect
on the results and a comparison with the second method
will be presented at the end of this section.

In the first method the cart was grounded at the
oscilloscope where the cables come out of the machine,
at \(-90^\circ\). The measuring circuit is shown in Fig. 2.10. It
runs from the probe tip (a) through the probe body in a
constant-azimuth plane to (b); from (b) to (c) along the
center conductor of the \( \mu \)-dot cable; from (c) to the os-
cilloscope (d) and back to the grounding point (e), also
in a constant-azimuth plane. \( \vec{A} \) is a purely toroidal vec-
tor \( (\vec{A} = \vec{A}) \), and \( \vec{A} \cdot d\ell \) is zero along (ab) and along (cde).
To calculate the potential difference between (a) and (e),
\( \phi_a - \phi_e \), we need to know only the value of \( \vec{A} \) along the cable
(bc).
Fig. 2.10 Measuring circuit (c₁), Drake's method.

Fig. 2.12 Measuring circuit (c₁), cart grounded at azimuth of probe.
Drake, Greenwood, and Zarnstorff calculated $\hat{A}$ by assuming that since, when the cart goes once around the Octupole the measuring circuit (\$\mu\$dot cable) encloses all the changing core flux, then $\Delta \theta$ degrees around would enclose $\Delta \theta/360$ of the core flux. Zarnstorff set up an algorithm\textsuperscript{32} to calculate $\hat{A}$ and the correction was made in the programs \$\Theta$SCAN and CARTSCAN before punching out the data. The correction is in the form of a constant (which depends on the poloidal bank voltage) times a function of $t$. It hasn't been satisfactorily explained why they chose to calculate $\hat{A}$ rather than measure it on the machine. The algorithm for $\hat{A}$ does not take into account that the vector potential is a function of $\psi$ as well as of $\theta$, and can therefore be correct for only one psi-surface. In addition, this algorithm does not account correctly for $\hat{A}$ when the power crowbar is used, even if the method is correct.

The partial-$\theta$ correction is based on Evans' picture of how the flux penetrates a dielectric plasma\textsuperscript{33-35}; if $\varepsilon$ in the plasma is high enough, the flux enters at the gap, spreads around the machine azimuthally until the flux becomes azimuthally symmetric in the vacuum between the plasma and the wall, and then penetrates the plasma radially towards the rings. If the flux is not azimuthally symmetric, the algorithm will not account correctly for the azimuthal variation of $\hat{A}$ even if it will give the correct answer for one complete turn.

The separatrix has $\varepsilon^{+\infty}$ at the field null, and a very high average $\varepsilon$. For this reason it has always been assumed that $\psi_s$ would be symmetric in $V_f$, and that perturbations in the electric field outside $\psi_s$ would not penetrate into the private flux. Data taken by Drake which showed
large potential variations at the azimuth of the gap inside the separatrix were interpreted by him to mean that something other than the electric field at the gap was responsible for creating structure inside $\psi_s$. However, as Fig. 2.11 illustrates, even though the flux inside the separatrix may be uniformly distributed, the flux through the measuring circuit (between the wire carried by the cart and the bottom lid) is not azimuthally symmetric because the plasma edge does not have a high average dielectric constant. The cart wires come through the lid at about $-90^\circ$ from the gap. Therefore, the measuring circuit, for measurements near the gap, would enclose more flux than the partial-$\theta$ correction algorithm calculates, and the gap structure reported by Drake would be in error.

In summary, the main problem with this method is the difficulty in calculating $\mathbf{A}$ along the measuring circuit, which occurs because the plasma edge is not a perfect conductor.

Before discussing the second method of correcting for $\mathbf{A}$, we want to estimate the magnitude of the possible error in the first method. The gap potential step for a crowbarred field (but without a power crowbar) at 2.5kV on the poloidal bank is on the order of 1.2V at 1ms after injection, and decreases to ~.5V 35ms after injection. If the flux is symmetrically distributed around the machine, this corresponds to a maximum of $.0033V/^\circ$ at the largest bank voltage used in these experiments. If there is as much as a factor of 2 difference in the flux density around the machine, the appropriate $\mathbf{A}$ correction would be $.0067V/^\circ$ at the gap, for a difference of $.0033V/^\circ$. These numbers are estimates, and will be used in Chapter V to show that the voltages in the plasma at the gap for the crowbarred case
Fig. 2.11 Flux through measuring circuit near the gap (Drake's method).
cannot be accounted for by citing an incorrect $A$ adjustment.

A second method of correcting for the changing vector potential, which we prefer, is to ground the cart at the azimuth of the probe by means of a metal 'finger' resting on the rail. As shown in Fig. 2.12, there is no emf generated in the measuring circuit (a coaxial cable) this way, because $\int A^2d\ell$ is the same for the center conductor and outer conductor in magnitude, but opposite in sign. The only correction necessary to compare voltages at two azimuths is to subtract the difference between the potentials at the two grounding points, which is simply the IR drop in the bottom lid. This avoids making any assumptions about the dielectric coefficient of the plasma, and has the advantage of being equally as good in the common flux, where it is not possible to make the argument about the infinite dielectric on the separatrix.

To recapitulate: Both methods can give the correct value of the potential at a point, if used correctly. However, the first method requires knowledge of $A$ along the measuring circuit; also, the algorithm used is incorrect if the flux is not azimuthally symmetric. The errors will be largest for the Octupole operated in a half-sine-wave mode, and least when the power crowbar is used. In the second method it is not necessary to know the vector potential at all. The only assumption made is that the IR drop in the bottom lid is linear in $\theta$. 
II.4 SUMMARY

The object of this chapter has been to show how the floating potential measurements were made. The information obtained will be used later to infer the electric field power spectrum for the plasmas studied, and it will show how these fields are related to the diffusion.

Any errors in the data corrected by Drake's method due to assuming incorrectly that the flux was symmetric are expected to be small because the machine was crowbarred for all the experiments. This is discussed further in Chapter V when the data is presented.
CHAPTER III - THEORY OF VORTEX DIFFUSION

The purpose of this chapter is to set up the equations of motion for fluid turbulence, and to derive an equation for the diffusion coefficient from the turbulent velocity spectrum. The suitability of using two-dimensional fluid theory in the Octupole is discussed in Section III.1. In the next section (III.2) we will start from the three-dimensional Navier-Stokes equations with viscosity. Then, as a result of setting $k_z=0$, we will obtain a set of two-dimensional equations, and will examine the predictions of statistical mechanics for this system. In Section III.3 the 2-D equations will be solved for the case of an electrostatic guiding-center (e.s. g.c.) plasma, where the fluid velocity is given by the $\hat{E}\times\hat{B}$ drift velocity. In Section III.4 an expression for the energy spectrum is obtained, and the concept of an 'enhanced temperature' is examined. In Section III.5 we derive an equation for the time-dependent diffusion coefficient given an arbitrary velocity spectrum, and calculate $D$ using the electric field spectrum to infer the velocity spectrum for the guiding-center plasma. In Section III.6 the vortex solutions are discussed, and Section III.7 contains a brief description of the general time behavior of the diffusion coefficient. The final section (III.8) contains a summary of the main points developed.

III.1 USE OF 2-D FLUID THEORY IN THE OCTUPOLE

Previous diffusion studies (summarized in Chapter I) have shown that the theory of vortex diffusion predicts
the correct diffusion scaling in the Octupole, with a purely poloidal field. The scaling holds for both the collisionless plasma, and for the collisional plasma with a magnetic field large enough so that viscous damping does not destroy cells on the experiment time scale. Vortex diffusion has been derived theoretically from fluid theory by Okuda and Dawson\textsuperscript{18} for a two-dimensional thermal plasma. It has also been derived for a plasma with an arbitrary (i.e., non-thermal) spectrum using the model of an electrostatic guiding center plasma\textsuperscript{17}; this approach has been modified to include the effect of a dielectric plasma \((\omega_p/\omega_c)^{0.18,21}\). The second method was shown to give results identical to the first for a thermal plasma.

Plasmas in the Octupole are not in thermal equilibrium, and the modified formulation using the guiding center model predicts several interesting features similar to ones that appear in the data, such as large vortices in the potential, and an electric field power spectrum that decreases with wavenumber, \(k\). These features are the result of solving the full non-linear fluid equations. (The Okuda-Dawson derivation is linearized, and does not predict macroscopic vortices; however, it does predict the correct scaling of \(D\) with density and magnetic field.)

Because macroscopic vortices are seen in the data, we will use the second formulation, and examine the theoretical development leading to vortex solutions in more detail in the following sections.

The guiding-center model requires that the motion of the plasma be due only to the \(\mathbf{E} \times \mathbf{B}\) drift of the guiding centers, an approximation that is exact only in the limit of very large magnetic fields, where the dielectric cons-
tant is unity, and there is no dielectric screening of the electric fields. However, the dielectric constant for both the collisional plasma, and the collisionless plasma (except for very small $n$) is much larger than 1, and we will use the $\varepsilon > 1$ modification where appropriate. The effect of the $\nabla B$ drift is discussed further in Chapter IV.

A convenient way to view the e.s. g.c. plasma is as a collection of charged rods, infinitely long, aligned parallel to a uniform magnetic field, which interact with each other purely by electrostatic forces, and where the equation of motion is simply $\dot{\mathbf{v}} = \mathbf{E} \times \mathbf{B}$. As will be shown, in this representation (and another due to Montgomery to be presented in III.3), the equations of motion are formally identical to those of a two-dimensional, inviscid Navier-Stokes fluid.

Before we go on to discuss the fluid theory, we need to examine whether a real plasma in the Octupole can be represented by the model of an e.s. g.c. plasma. The basic assumptions made to obtain macroscopic fluid vortex solutions are that the plasma be inviscid, two-dimensional, and that it have a certain minimum amount of energy of interaction.

The first requirement, that the fluid be inviscid, can be modified; the presence of macroscopic vortex solutions will then depend on the time scale of any dissipative mechanisms present. These damping time scales are discussed in Chapter IV when the theory is applied to the Octupole, and also when the experimental results are presented (V and VI).
The second requirement is actually not as stringent as it appears: J. B. Taylor\textsuperscript{21} has shown that 3-D systems have contributions to diffusion from both vortex modes and from collisions. The vortex contribution will dominate if there is sufficient energy in the $k_y=0$ modes.

With a poloidal field and no toroidal field, Octupole field lines close upon themselves after one circuit around the minor axis (common flux field lines, $\sim 4m$) or around a ring (private flux, $\sim 80cm$) in a constant-azimuth plane. If these field lines acquire an excess charge, it cannot be easily dissipated by flow along a field line, but must be damped by collisions. Because the potential and density are constant along a field line (even if B is not), all of the vortex energy is in the $k_y=0$ modes, and we will expect to see vortex diffusion except for very dense, cold plasmas in small magnetic fields, or for plasmas where the vortex spectrum has damped away.

The third requirement, that the fluid have a certain minimum energy, $\varepsilon_m\textsuperscript{20}$, is a difficult one to treat for a real plasma. For the charged rod model in a box, it has been shown that any quantity of positive interaction energy among the charged rods (in addition to the 'self energy') leads to vortex-like solutions. Positive interaction energies are obtained in the numerical simulations\textsuperscript{19} by randomly loading pairs of charged rods initially (random loading of individual rods does not result in a positive interaction energy): the maximum interaction energy comes about when all the positive rods are clumped together on one side of the box, and all the negatively-charged rods are close together on the other. The velocity streamlines
(equipotentials) then correspond to a pattern of macroscopic vortices filling the box.

For the charged-rod model, clumps of charged rods correspond to $\varepsilon > \varepsilon_m$, and spatially homogeneous charge distributions correspond to $\varepsilon < \varepsilon_m$. For a real plasma we will assume the reverse, that a nonhomogeneous charge distribution indicates $\varepsilon > \varepsilon_m$, will lead to macroscopic vortices, and that it is reasonable to try to apply 2-D fluid theory to plasmas in the Octupole with a purely poloidal field.

### III.2 NAVIER-STOKES TURBULENCE

The development in this section follows Montgomery. We start from the 3-D equation of motion for a Navier-Stokes fluid, and a condition of incompressibility,

$$\left(\frac{\partial}{\partial t} + \vec{v} \cdot \nabla\right) \vec{v} = -\nabla p + \nu \nabla^2 \vec{v} \quad (3.1)$$

$$\nabla \cdot \vec{v} = 0 \quad (3.2)$$

where $p$ is the pressure, $\vec{v}$ the fluid velocity, and $\nu$ the viscosity. We expand $\vec{v}$ in Fourier components in a large but finite box,

$$\vec{v} = \sum_k \vec{v}(\vec{k}) e^{ik \cdot \vec{x}} \quad (3.3)$$

Taking the divergence of (3.1) and using (3.2) leads to an equation for $p(\vec{v})$,

$$\nabla^2 p = -\nabla \cdot (\nabla \cdot \nabla \vec{v}) \quad (3.4)$$
The solution depends on the boundary conditions, and can be substituted back into (3.1) to obtain an equation in terms of \( \hat{\mathbf{v}}(\hat{\mathbf{k}}) \) alone:

\[
\frac{d\hat{v}_\alpha(\hat{\mathbf{k}})}{dt} = \sum_{\hat{\mathbf{p}}+\hat{\mathbf{r}}=\hat{\mathbf{k}}} M_{\alpha\beta\gamma}(\hat{\mathbf{k}})\hat{v}_\beta(\hat{\mathbf{p}})\hat{v}_\gamma(\hat{\mathbf{r}}) - \nu k^2 \hat{v}_\alpha(\hat{\mathbf{k}}) \tag{3.5}
\]

The first term on the RHS is the non-linear term, with \( M_{\alpha\beta\gamma}(\hat{\mathbf{k}}) \) a coupling coefficient defined by

\[
M_{\alpha\beta\gamma} = -\frac{i}{2} \left[ k_\beta \left( \delta_{\alpha\gamma} - \frac{k_\alpha k_\gamma}{k^2} \right) + k_\gamma \left( \delta_{\alpha\beta} - \frac{k_\alpha k_\beta}{k^2} \right) \right] \tag{3.6}
\]

Repeated indices are summed over all wavenumbers \( \hat{\mathbf{p}} \) and \( \hat{\mathbf{r}} \) which can be added vectorially to give \( \hat{\mathbf{k}} \).

The second term on the RHS of (3.5) is a viscous damping term, is linear, and represents the dissipation in the fluid. Terms may be added to the RHS of the equation of motion (3.1) to represent other forces such as stirring, water falls, etc. Equivalently, the Fourier transform (FT) of the force can be included on the RHS of equation (3.5).

The rate of change of the energy in the fluid is given by

\[
\frac{d}{dt} \sum_k |v_\alpha(k)|^2 = -2\nu \sum_k k^2 |v_\alpha(k)|^2 \tag{3.7}
\]

so that for a case with no viscosity there will be conservation of energy. Again we can add a term to the RHS to represent other dissipative forces, and if the viscosity is small, the other dissipative terms may be responsible for the decay of \( \Sigma v^2(k) \). The effect of plasma cooling as
a dissipation mechanism is discussed in section III.3 in the context of the guiding-center plasma, and in Chapter V with regard to the experimental data.

We now examine the equations of motion when the flow is independent of one coordinate. In accordance with a physical picture of the Octupole, we will pick this to be the coordinate parallel to \( \hat{\mathbf{b}} \). The velocity vector will be in the plane normal to \( \hat{\mathbf{b}} \). The vorticity vector is defined as the curl of \( \mathbf{v} \),

\[
\hat{\mathbf{\Gamma}} = \hat{\nabla} \times \mathbf{v} = \mathbf{\nabla} \times \mathbf{v}
\]

(3.8)

Turbulence in two dimensions is intrinsically different from that in three dimensions. Taking the curl of eq. (3.1) gives us an equation for the rate of change of vorticity in a fluid element,

\[
\left( \frac{\partial}{\partial t} + \mathbf{v} \cdot \hat{\nabla} \right) \hat{\mathbf{\Gamma}} = \nu \nabla^2 \hat{\mathbf{\Gamma}}
\]

(3.9)

Therefore, in an inviscid two-dimensional fluid, the vorticity is constant in direction and in magnitude, and the enstrophy (mean-square vorticity) is also a constant.

In two dimensions equation (3.5) becomes

\[
\frac{d\Gamma(\hat{\mathbf{k}})}{dt} = \sum_{\hat{\mathbf{p}}+\hat{\mathbf{r}}=\hat{\mathbf{k}}} M(\hat{\mathbf{r}},\hat{\mathbf{p}}) \Gamma(\hat{\mathbf{p}}) \Gamma(\hat{\mathbf{r}}) - \nu k^2 \Gamma(\hat{\mathbf{k}})
\]

(3.10)

where

\[
M(\hat{\mathbf{r}},\hat{\mathbf{p}}) = \frac{\hat{\mathbf{b}} \cdot (\hat{\mathbf{p}} \times \hat{\mathbf{r}})}{2 r^2} \left( \frac{1}{r^2} - \frac{1}{p^2} \right)
\]

(3.11)

Equations (3.10) and (3.11) (or (3.5) and (3.6) in the three-dimensional case) are perfectly general and exact, merely being limited by a suitable expansion in
Fourier components, and an appropriate set of boundary conditions.

We are interested in comparing the results of the fluid theory to experimental data, and for this we will examine the predictions of theory for 1) diffusion, and 2) relaxation of the velocity spectrum to thermal equilibrium. The development leading to a diffusion coefficient will be postponed until after the g. c. plasma has been introduced, as the actual form of $D$ will depend on the particular velocity spectrum used.

Although equations (3.10) and (3.11), together with an initial distribution, completely determine the behavior of the system, there are an infinite number of them, and we will turn to the methods of statistical mechanics for solutions, treating the $v_k$ as random variables with a probabilistic distribution over an ensemble. Each member of the ensemble will evolve deterministically from the initial conditions; averages over the ensemble will then be used to predict a most probable state for the system. The magnitude of fluctuations about the ensemble averages will be an indication of how good the predictions are.

We will return to the question of dissipation later, but for now we want to examine the equilibrium state for a fluid described by the Navier-Stokes equations with zero viscosity. The first approximation that we will make is to limit the sum over $k$ to a large, but finite, wavenumber $k_{\text{max}}$. This means that we will no longer be able to see any effects which happen on a spatial scale smaller than $1/k_{\text{max}}$. This will be done by setting $v_k=0$ for $k>k_{\text{max}}$. Physically this is justified in our case by the fact that
the spectra of the velocities will be seen to be rapidly decreasing functions of $k$. The following discussion will be for the 2-D system in particular because there are certain important features of the equilibrium solutions which do not show up in 3-D.

A phase space, with the real and imaginary parts of the $v_k$ as coordinates, can be defined for the system. With $\nu=0$, the divergence of (3.5) proves incompressible flow,

$$\frac{\partial}{\partial v_{\alpha}(k)} \left[ \frac{dv_{\alpha}(k)}{dt} \right] = 0$$

leading to a Liouville theorem in this phase space. This opens the possibility of ensembles, and of a description in terms of an equilibrium 'most probable state' to which the system will relax from given initial conditions. The constants of the motion will be used to construct the equilibrium state.

The constants of the motion which survive the truncation in k-space (Montgomery calls them "rugged" constants of the motion) are the energy, $\varepsilon$, and the enstrophy, $\Omega$ (mean-square vorticity),

$$\varepsilon = \sum_k |v_{\alpha}(k)|^2$$

$$\Omega = \sum_k k^2 |v_{\alpha}(k)|^2$$

Because energy and enstrophy are constant if $\nu=0$, any flow of energy to higher wave-numbers is accompanied by a simultaneous transfer towards the smallest $k$'s, resulting
in large amplitudes at the lowest modes until some kind of equilibrium is reached (whereas in 3-D, $v=0$ leads to equipartition of energy). This can be seen from equations (3.13) and (3.14) if we let the spectrum consist of three modes $0<k_1<k_2<k_3$. Then, if we transfer energy from mode $k_2$ to $k_3$ (which does not violate $\varepsilon=\text{constant}$), we see that the enstrophy is increased. To maintain $\Omega=\text{constant}$ it is necessary to effect a simultaneous transfer of energy to $k_1$.

A canonical distribution can be constructed from the energy and the enstrophy:

$$p = C \, e^{-(\alpha \varepsilon - \beta \Omega)}$$  \hspace{1cm} (3.15)

where the multipliers $\alpha^{-1}$ and $\beta^{-1}$ are the "temperatures" for the energy and enstrophy, respectively, and $C$ is a normalizing constant.

The expectation value for $v_k^2$ is given by

$$\langle |v_\alpha(k)|^2 \rangle = (\alpha + \beta k^2)^{-1}$$  \hspace{1cm} (3.16)

where $\alpha$ and $\beta$ can be found by solving

$$\varepsilon = \sum_k (\alpha + \beta k^2)^{-1}$$  \hspace{1cm} (3.17)

$$\Omega = \sum_k k^2(\alpha + \beta k^2)^{-1}$$  \hspace{1cm} (3.18)

Because of (3.16), either $\alpha$ or $\beta$, but not both, can be negative, subject to energy and enstrophy being positive, which defines three sets of equilibria depending on the ratio $\Omega/\varepsilon$.

Regime I $\alpha<0, \beta>0$ $\beta k^2_{\min} + \alpha>0$
Regime II  \( \alpha > 0, \beta > 0 \)
Regime III  \( \alpha > 0, \beta < 0 \)  \( \alpha + \beta k_{\text{max}}^2 > 0 \)

Regime III ultimately reduces to I if \( \varepsilon \) and \( \Omega \) are held constant while \( k_{\text{max}} \) is increased; it corresponds to a spectrum which is an increasing function of \( k^2 \) up to \( k_{\text{max}} \).

The most interesting is Regime I, where \( \alpha < 0, \beta > 0 \), and \( \alpha + \beta k_{\text{min}}^2 > 0 \); for this regime the thermodynamic temperature is negative. In the limit of very large \( \varepsilon \) the equilibrium consists of a pair of large counter-rotating vortices filling the box, and the spectrum is strongly peaked at the lowest frequency mode. For fluids with less energy, but still in Regime I, the negative temperature states will also consist of vortices. As the energy decreases, the vortices get smaller, and may move about within the box. The equilibria would not then be stationary in configuration space.

Montgomery points out that the usual prediction of a "most probable state" for systems in Regime I may not look like the actual states at all: for example, the ensemble-averaged vorticity density for the case \( \alpha < 0, \beta \) slightly greater than \( -\alpha / k_{\text{min}}^2 \) is zero, but the individual realizations of the ensemble have a highly nonuniform distribution of vortices.

The above results are valid for a 2-D system with \( v=0 \). In three dimensions the only constant of the motion is \( \varepsilon \), and the corresponding canonical distribution is the familiar one, \( P = C \exp(-\varepsilon / T) \).
The addition of viscosity to a system in Regime I affects the process of equilibration. There are two time scales, one for the approach to (inviscid) equilibrium, and the other for the thermalization (which depends on $\nu$ and any other dissipative mechanisms which can remove energy from the convective cells). If the first time constant is short, or if the system is close to the inviscid-type equilibrium initially, then it seems reasonable that this type of vortex structure would be observed. The critical parameter which determines which regime the system will be in is $\Omega/\varepsilon$: systems with energy above some number $\varepsilon_m^{20}$ will tend to vortex equilibria; otherwise the final state, even without viscosity, will be a spatially homogeneous equilibrium. Montgomery indicates $^{23}$ that although the shape of the spectrum in $k$ may be dependent on whether the viscosity is exactly zero, in two dimensions the addition of a small viscosity still gives qualitatively similar solutions.

Several papers have attempted to determine a numerical value for $\varepsilon_m^{19,55}$. (For the charged-rod model, $\varepsilon_m=0^{19}$.)

Unfortunately, they are suitable only for comparison with numerical simulations, where $k_{\max}$ and $k_{\min}$ are predetermined, and do not readily extend to a real plasma.

III.3 THE ELECTROSTATIC GUIDING-CENTER PLASMA

The equation of motion for the e.s. g.c. plasma is

$$\dot{\mathbf{v}} = \frac{\mathbf{E} \times \mathbf{B}}{B^2}$$  \hspace{1cm} (3.19)
where \( \mathbf{B} \) is a uniform magnetic field \( \mathbf{B} = B \mathbf{b} \). The requirement that \( \mathbf{E} \) be electrostatic (\( \mathbf{E} = -\nabla \phi \), \( \nabla \times \mathbf{E} = 0 \)) leads, using (3.19), to a condition of incompressibility, \( \nabla \cdot \mathbf{v} = 0 \), and the equation of continuity for electric charge becomes

\[
\left( \frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla \right) \rho = 0 \quad (3.20)
\]

Contours of constant \( \phi \) (electrostatic potential) at fixed \( t \) are streamlines. The set is closed by Poisson's equation,

\[
\nabla \cdot \mathbf{E} = -\nabla^2 \phi = \rho / \varepsilon_0 \quad (3.21)
\]

Two discretizations of the e.s. g.c. plasma have been studied extensively. Montgomery\textsuperscript{23} reviews their similarities and differences, and the predictions that can be made for both formulations. The first is the parallel charged rod model\textsuperscript{17} in which the charge density is represented by a collection of charged field lines,

\[
\rho(\mathbf{x},t) = \sum_i \left( e_i / \lambda \right) \delta(\mathbf{x} - \mathbf{x}_i) \quad (3.22)
\]

The other, which will be used in this section, represents the quantities \( \phi \), \( \rho \), \( \mathbf{E} \), and \( \mathbf{v} \) as a sum of Fourier components as in equation (3.3), up to a maximum wave-number \( k_{\text{max}} \)

\[
\rho(\mathbf{x},t) = \sum_k \rho(\mathbf{k},t) e^{i \mathbf{k} \cdot \mathbf{x}}, \text{ etc.} \quad (3.23)
\]

The transforms will be related by
\[ i\mathbf{k} \cdot \mathbf{E}(\mathbf{k}, t) = \rho(\mathbf{k}, t)/\varepsilon_0 = k^2 \phi(\mathbf{k}, t) \quad (3.24) \]

\[ \hat{\mathbf{v}}(\mathbf{k}, t) = \mathbf{b} \times \mathbf{E}(\mathbf{k}, t)/B \quad (3.25) \]

with
\[ \hat{k} \times \mathbf{E}(\mathbf{k}, t) = \mathbf{k} \cdot \mathbf{v}(\mathbf{k}, t) = 0 \quad (3.26) \]

Equation (3.20) is identical to the vorticity equation for the inviscid Navier-Stokes fluid (equation (3.9), with \( \nu = 0 \)) if we identify \( \rho \) with \( \Gamma \), and we can use the fluid results to write
\[ <|\mathbf{v}(k)|^2> = <|\mathbf{E}(k)|^2>/B^2 = (\alpha + \beta k^2)^{-1} \quad (3.27) \]

The energy and enstrophy are still given by (3.17) and (3.18); using (3.27) they can be written as
\[ \epsilon = \sum_k |\mathbf{E}(\mathbf{k}, t)|^2 \quad (3.28) \]
\[ \Omega = \sum_k |\rho(\mathbf{k}, t)|^2 = \sum_k k^2 |\mathbf{v}(\mathbf{k}, t)|^2 \quad (3.29) \]

All of the predictions from the 2-D fluid solutions carry over, and we can expect to see an energy spectrum peaked at small \( k \) values, and conservation of vorticity (charge) in the absence of viscosity.

There is no equivalent to the enstrophy in the charged-rod model. However, macroscopic vortex solutions are also obtained in this discretization as an equilibrium state corresponding, again, to a negative temperature \( 19, 20, 21 \).

A brief discussion of the effect of cooling is in order here. Because the plasma has a finite temperature,
potentials on the order of $kT/e$ can exist in the plasma. Larger fields cannot be supported; if they exist, the plasma particles will quickly rearrange themselves to short out the fields. Thus, if the plasma cools, the electric fields may also drop. It is not clear how this term should be included in the equations for the energy dissipation (3.7). However, if the viscosity is small, as in the case of the collisionless plasma, the total energy decay can be used to find this term, as will be done in Chapter V.

III.4 ENERGY SPECTRUM

The energy in the vortex spectrum resides in the electric fields in the plasma, and is due to charge separation. For a plasma in thermal equilibrium, the relation between the energy in the electric field fluctuations and the thermodynamic temperature is given by

$$\frac{T(k)}{2} = \frac{\langle E(k)^2 \rangle}{8\pi} L_y L_\perp^2$$

(3.30)

with $L_y$ and $L_\perp$ the dimensions of the system. The thermal equilibrium spectrum is independent of $k$ (equipartition of energy) until $k^2 \lambda_D^2$ becomes $\sim 1$.

For a non-thermal plasma we can define an effective temperature $T^*$ in the same way as equation (3.30). However, there is no reason the energy should be divided equally among the modes. $T^*$ can be much larger than the thermodynamic temperature. The "negative temperature" phenomenon that leads to macroscopic vortices is an example of a non-thermal spectrum.
Equation (3.30) is an adequate representation of the vortex spectrum for the electrostatic guiding-center plasma in thermal equilibrium. If the g.c. approximation is not made, Okuda and Dawson have pointed out\cite{18} that the energy $T/2$ per mode is shared by the zero-frequency vortex modes and by modes above the gyrofrequency (upper-and lower-hybrid waves and Bernstein waves); the energy associated with a vortex mode is not $E_k^2/8\pi$, but $\epsilon E_k^2/8\pi$. This changes the relationship between the temperature and the electric field fluctuations responsible for vortex diffusion.

Plasmas in the Octupole have $\omega_p/\omega_c >> 0$, and are not in thermal equilibrium. The measured spectrum $E_k^2$ corresponds to the part of the spectrum below the gyrofrequency, and is related to the effective temperature $T^*$ by

$$\frac{T^*}{c} = \sum \frac{T(k)^*}{\epsilon} \propto \Sigma E(k)^2$$

(3.31)

III.5 DEVELOPMENT OF THE DIFFUSION COEFFICIENT

If the velocity for all the particles in an ensemble is known at all times, the coefficient of self-diffusion can be written as

$$\mathbf{D} = \frac{\langle \ddot{x}(0) \cdot \ddot{x}(t) \rangle}{2t} \quad (3.32)$$

where

$$\ddot{x}(t) = \int_0^t \ddot{v}(t) \, dt \quad (3.33)$$

Here $\ddot{v}(t)$ is the Lagrangian velocity of the particle. To find an expression for $D$ in terms of the more convenient
Eulerian statistics of the system (such as might be measured by probes at fixed points), we need to find an approximation for $\hat{V}(t)$ in terms of $\hat{v}(\hat{x}, t)$. Using (3.3),

$$
\hat{D} = \int_0^t \langle \hat{v}(0) \hat{v}(t) \rangle dt \\
= \int_0^t \sum k_1 \sum k_2 \langle \hat{v}(\hat{k}_1, 0) \hat{v}^*(\hat{k}_2, t) \exp[-ik_2 \cdot \hat{x}(t)] \rangle dt
$$

The ensemble average is approximated by Taylor and McNamara (based on a hypothesis by Corrsin) as

$$
\langle \hat{v}(\hat{k}_1, 0) \hat{v}^*(\hat{k}_2, t) \rangle \langle \exp[-ik_2 \cdot \hat{x}(t)] \rangle
$$

$\hat{x}(t)$ depends on all the Fourier coefficients at times between 0 and t, so this approximation assumes the velocity field has a broad enough spectrum so that $\hat{x}(t)$ depends only weakly on the modes $\hat{k}_1$ and $\hat{k}_2$.

To evaluate the ensemble average of the exponential, Taylor and McNamara make the assumption that the fluctuating electric field can be represented by a normal distribution (Appendix A of Ref. 17) so the probability of $\hat{E}(t)$ can be expressed in terms of the desired autocorrelation,

$$
\langle \exp[-i\hat{k} \cdot \hat{x}] \rangle = \exp[-k^2 R] \\
$$

where

$$
R(t) = \frac{1}{2} \int_0^t dt_1 \int_0^t dt_2 \langle \hat{v}(t_1) \hat{v}(t_2) \rangle
$$

Essentially this corresponds to a Lagrangian autocorrelation that varies as
\[ S_k(t) = \langle |E_k(t)|^2 \rangle \exp[-k^2 R(t)] \] (3.38)

This approximation was tested numerically\textsuperscript{39} and was found to give reasonable agreement, with 'experimental' autocorrelations showing slightly weaker damping than predicted by the theory.

\[ R(t) \] is the mean dispersion of a group of diffusing particles, and is given by the differential equation

\[ \frac{S(t)}{B^2} = \frac{d^2R(t)}{dt^2} = \frac{1}{2B^2} \sum_k E^2(k,t) e^{-2k^2 R(t)} \] (3.39)

where the velocity \( \dot{E}(k,t)/B \) is the solution of equation (3.5) or (3.10) with any additional forces added to the right hand side.

The diffusion equation is given by the first integral of (3.39), and the integration can be performed explicitly if \( E_k \) is not a function of \( t \).

\[ \frac{D(t)}{2} = \frac{dR}{dt} = \frac{1}{2B^2} \sqrt{\sum_k \langle E^2(k) \rangle} \left[ 1 - e^{-2k^2 R(t)} \right] \] (3.40)

For very long times \( R(t) \) is unbounded, and the diffusion equation is given by

\[ D_\infty = \frac{1}{B} \left[ \sum_k \frac{E^2_k}{k^2} \right]^{1/2} \] (3.41)

In addition to the total amount of vortex energy available, its distribution in \( k \)-space is important in determining the magnitude of the diffusion; the diffusion is dominated by the longest wavelength modes unless \( E^2(k) \)
increases faster than $k^2$. For the thermal spectrum, $E^2$ is independent of $k$ (up to $k^2 \lambda_D^{-2 \lambda}$), and for the data from the Octupole to be presented, $E(k)^2$ decreases rapidly as $k$ is increased; this means that the first few modes are the most damaging to confinement. This was also shown in a numerical simulation by Okuda and Dawson, in which they artificially removed the smallest $k$-modes and found that diffusion was greatly reduced, even though the energy in those modes was a small fraction of the total energy\textsuperscript{18}. Taylor and McNamara\textsuperscript{17} also pointed out that the longest wavelength fluctuations are the slowest to disperse, and the modes for which the guiding-center approximation is most accurate.

The time dependence of (3.40) will be discussed in some detail in the next section, but before we do, it is convenient to look at the forms that result for $D_\omega$, given various electric field spectra. Taylor and McNamara used the thermal equilibrium spectrum for the two-dimensional plasma in the g.c. limit,

$$<E_k^2> = \frac{4\pi KT}{\lambda} \frac{1}{1+k^2 \lambda_D^{-2}} \quad (\text{c.g.s.}) \quad (3.42)$$

which, replacing the sum by an integral cut off at $k=2\pi/L$, leads to

$$D = \frac{c}{B} \left( \frac{2KT}{\lambda} \ln \frac{L}{2\pi \lambda} \right)^{1/2} \sqrt{\frac{\Gamma}{B}} \quad (\text{c.g.s.}) \quad (3.43)$$

Thus, for the 2-D g.c. plasma the diffusion coefficient has a Bohm-like dependence on field strength, even in thermal equilibrium.
The model described is valid when $B \to \infty$, or to be more precise, when $(\omega_p / \omega_c)^2 < 1$. With finite $\omega_p / \omega_c$, we replace $E^2$ with $\varepsilon E^2$. Since $E_k^2$ is not a function of $k$ at low $k$'s for the thermal spectrum, it can be taken out of the sum in equation (3.41), and, converting to an integral, we obtain the Okuda-Dawson diffusion coefficient,

$$\frac{D_{OD}}{B} = \frac{2}{B} \left[ \frac{T}{\varepsilon L^2} \ln \frac{k_{\max}}{k_{\min}} \right]^{1/2} = \frac{1}{B} \sqrt{\frac{T}{1 + 0.019 n / B^2}} \quad (3.44)$$

so that at large fields $D$ reduces to the previous case, but if $\varepsilon > 1$, $D \sim (T/n)^{1/2}$. For a non-thermal spectrum, we replace $T(k)$ with $T^*(k)$, as in equation (3.31). When $E_k^2$ is a function of $k$, there is in general no simple analytical expression for $D$.

III.6 FLUID SOLUTIONS; BOUNDARY CONDITIONS

Time-dependent solutions $\vec{v}(\vec{x},t)$ can be obtained from simulations by plotting the equipotentials (streamlines) at any given time, but there is no general theory to predict what they will be, or how they will develop in time. However, for a conservative system in equilibrium, the equilibrium distribution can be used to write Poisson's equation as

$$\nabla^2 \phi = -4\pi n e [\exp(-\beta \phi) - \exp(\beta \phi)] \quad (3.45)$$

where $\beta < 0$ is the coefficient corresponding to the negative temperature. This equation can be made dimensionless on a square box of side $L$ by letting $\Psi = e \beta \phi$, $\lambda^2 = -\beta \pi e^2 n \beta L^2$:
\[ \nabla^2 \psi + \lambda^2 \sinh \psi = 0 \quad (3.46) \]

Analytic solutions to the \( \sinh \psi \) equation have not been found; the numerical solutions (found by McDonald\textsuperscript{48} by using special iterative techniques) for a given energy and \( \lambda \) are not unique. The most probable state for a given \( \lambda \) is determined by the solution with maximum entropy,

\[ S = \ln W = 2\beta E = - \frac{\lambda}{4\pi e^2} \frac{\lambda^2}{n_0} E \quad (3.47) \]

The shape of the streamlines is determined by the boundary conditions. Typical solutions (with a perfectly conducting boundary) are given in Refs. 47 and 48; for the \( L/2 \) by \( L \) rectangular box, this method predicts the same solutions as those obtained in simulations by Joyce and Montgomery\textsuperscript{19,20}. (It should be noted that these solutions were obtained for systems with a total net charge of zero.)

The vortex solutions and boundary conditions will be discussed further in Chapter IV in the context of boundary conditions appropriate for plasmas in the Octupole.

III.7 SOLUTION OF THE TIME-DEPENDENT PROBLEM

Because the Octupole is not a steady-state device, it is important to consider the time scale on which \( D(t) \rightarrow D_\infty \). This time is of the order of that necessary for the longest-lived correlation to go to zero. The time behavior of \( R \), \( \bar{R} \) and \( \bar{R} \) is shown in Fig. 3.1, assuming a non-dissipative (constant energy) spectrum.
Fig. 3.1 Sketch of the solution to equations (3.39) and (3.40).
S - Electric field correlation
D - Diffusion coefficient
R - Mean-square dispersion
We can divide the time axis into two time regions depending on whether \( t<\tau \) or \( t>\tau \), where \( \tau \) can be roughly defined as the time for the electric field correlation to drop to a small fraction of its initial value. For \( t>\tau \) we can represent \( D \) by the long-time solution (3.41), but for \( t<\tau \) the full, time-dependent, equations must be solved.

It is useful at this point to get an idea of the time scales for the plasmas we will consider in the Octupole. Using typical parameters for the two plasmas considered (Table III.1), the equations for \( R, \dot{R} \) and \( \ddot{R} \) were solved numerically using ACSL (Advanced Continuous Simulation Language). The electric field spectrum used was

\[
E^2 = \sum_k E_k^2 = E_0^2 e^{-2t/\tau(t)} \sum_k \frac{1}{k^2} \tag{3.48}
\]

The time decays \( \tau(t) \) were chosen to match the time decays of experimental spectra. Figs. 3.2 and 3.4 show \( R, \dot{R} \) (RD) and \( \ddot{R} \) (RDD) for the collisionless and collisional simulations, and Figs. 3.3 and 3.5 show the time decay of \( \sum E_k^2 \) (energy) and \( \sum k^2 E_k^2 \) (enstrophy). It can be seen for the 'collisionless' plasma that the rapid initial damping of the spectrum leads to a \( D \) at large times two orders of magnitude smaller than the \( D \) which would be calculated using \( E_0^2 \). In the 'collisional' plasma case, a long-time solution has not yet been reached even after 50ms because the electric fields are smaller initially. This shows that for plasmas in the Octupole it is necessary to consider the time dependence of the diffusion coefficient.

For insight into the process, we will examine the solution to (3.40) in the limiting cases where analytical solutions are possible. For a single \( k \)-mode the solution is
### Table III.1

<table>
<thead>
<tr>
<th></th>
<th>Collisionless</th>
<th>Collisional</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0^2$</td>
<td>$(1V/m)^2$</td>
<td>$(.2V/m)^2$</td>
</tr>
<tr>
<td>$B$</td>
<td>1kG</td>
<td>600G</td>
</tr>
<tr>
<td>$\tau$</td>
<td>2ms, $0 &lt; t &lt; 5ms$</td>
<td>1ms, $t &lt; 3ms$</td>
</tr>
<tr>
<td></td>
<td>20ms, $5 &lt; t &lt; 30ms$</td>
<td>60ms, $t &gt; 3ms$</td>
</tr>
<tr>
<td></td>
<td>66ms, $t &gt; 30ms$</td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>$1.2\times10^5 \text{cm}^2/\text{sec}$</td>
<td>$4.2\times10^4 \text{cm}^2/\text{sec}$</td>
</tr>
</tbody>
</table>

Table III.1 Parameters used in the solution of the differential equation for the diffusion (ACSL).
Fig. 3.2 Solution of equations (3.39) and (3.40) using parameters typical of the collisionless plasma. (Table III.1)
Fig. 3.3 Time decay of energy and enstrophy for parameters typical of the collisionless plasma (Table III.1).
Fig. 3.4 Solution of equations (3.39) and (3.40) using parameters typical of the collisional plasma. (Table III.1)
Fig. 3.5 Time decay of energy and enstrophy for parameters typical of the collisional plasma (Table III.1).
\begin{align}
R(t) &= \frac{1}{2k^2} \ln (\cosh^2 \omega t) \\
\frac{dR}{dt} &= \frac{\omega}{k^2} \tanh \omega t \\
\omega^2 &= \frac{1}{2B^2} k^2 E^2(k)
\end{align}

The time it takes \( D(t) \) to reach its full value depends on the time constant, \( \omega^2 \propto k^2 v^2(k) \), which is of the order of the time it takes a fluid particle to go half-way around a cell.

The limit as \( t \to \infty \) is the steady state solution given in the previous section.

The other interesting limit is where \( k^2 R(t) \) is very small, and the term in the square brackets in (3.40) is approximately equal to \( k^2 R \). The solution is then

\begin{align}
R(t) &= \frac{t^2}{4} \sum_k \frac{E^2(k)}{B^2} \\
\frac{dR}{dt} &= \frac{t^2}{2} \sum_k \frac{E^2(k)}{B^2}
\end{align}

\( D \) increases linearly in time at a rate proportional to the total energy, again dominated by the mode with the largest amplitude. For a spectrum that is a decreasing function of \( k \), diffusion will be largely due to the longest wavelengths. Recalling that

\[ R(t) = \frac{1}{4} [\Delta r(t)]^2 \]
is the mean dispersion of a group of particles, equation (3.54) states that for very small times \( \Delta r(t) = v_p t \). This corresponds to the inertial range: the particles are free-streaming under the influence of the applied electric field, and there is as yet no diffusion. The 2-D fluid theory of evolving turbulence is beyond the scope of this paper, and not much is known about \( D(t) \) for a decaying plasma. The assumption we have made is that we can use the measured spectra in equation (3.40) to obtain the time dependence of \( D \).

III.8 SUMMARY

With a purely poloidal field, plasmas in the Octupole can be treated as two-dimensional fluids. We will use the guiding-center formulation, modified to account for a dielectric constant greater than unity, to calculate diffusion. The spectrum \( E(k)^2 \) will be obtained from the measured potentials. The details and extensions to the theory for use in the Octupole are presented in Chapter IV.

Vortices cause diffusion when they become uncorrelated; in an equilibrium plasma this is caused by statistical fluctuations about the ensemble average. The process of diffusion is increased if the spectrum is decaying and there is a density gradient.

The large plasma vortices, first examined by Drake in the Wisconsin Levitated Octupole, and presented later in the data chapters, can be predicted from the fluid theory if we assume that the plasma has a non-thermal
spectrum. The vortex solutions are a consequence of the two-dimensional non-linear nature of the problem, and correlate with a non-thermal spectrum peaked at the lowest spatial frequencies (we don't expect large vortices in thermal equilibrium, where the spectrum is flat).

We have followed the derivation proposed by Montgomery rather than that of Okuda and Dawson, because Montgomery emphasizes the non-linear nature of the problem, which then leads naturally to the phenomena of negative temperatures and large vortices for a non-thermal spectrum.
CHAPTER IV - APPLICATION OF THEORY TO THE OCTUPOLE

The fluid theory solutions for the equipotentials (streamlines) and the expression for a diffusion coefficient (3.40) presented in Chapter III were developed for a very special set of conditions:
* equilibrium spectrum
* non-dissipative forces
* isotropic spectrum
* motion of plasma due only to guiding-center drifts
* straight uniform magnetic field
* uniform plasma (no density or temperature gradients)
* two-dimensional, rectangular coordinate system

None of the above are strictly true in the Octupole, and the various changes and approximations that have to be made to obtain even a very simplified theory to use in the Octupole are considered in Section IV.6. These factors are discussed in Sections IV.1-IV.5. A brief summary of the sources of cell structure in the Octupole is given in Section IV.7.

IV.1 NON-EQUILIBRIUM STATES; ENSEMBLE AVERAGES

There are two time scales to be considered for the time-dependent diffusion coefficient. We examine a system in equilibrium to understand the first time scale: the diffusion of a group of particles released from $x=0$ at $t=0$ is described by equation (3.40) until $R(t)$ is large enough so that the exponential term vanishes, and $D(t)=D_\infty$ (3.41). This time scale was considered by Taylor and
McNamara\textsuperscript{17}, who have evaluated the diffusion for a stationary spectrum in which the total energy is constant and the decay of the autocorrelation in time is due to fluctuations of $\hat{E}(k, t)$ about an average $<\hat{E}(k)>$. This time scale is not emphasized in much of the theoretical work, which usually presents the long-time $D_\infty$ solution (Okuda and Dawson\textsuperscript{18}, Taylor\textsuperscript{21}).

The second time scale is associated with a non-equilibrium situation which arises either because a system is not in its most probable state (typical of simulations by Joyce and Montgomery\textsuperscript{19} and others\textsuperscript{24}), and/or because there are dissipative forces acting on the system. Simulations for given initial conditions include both this time scale and the previous one.

The time-dependent turbulence theory\textsuperscript{24,60,61} is very complicated even in a simple coordinate system; no attempt has been made to apply the theory to the Octupole. The results to be presented later will make the assumption that the effect of the various time scales is correctly represented by using the measured time-decaying spectrum.

To use equation (3.40) we need the correlation of the velocity field over an ensemble; this is especially important if the number of 'most probable states' is large - and they are substantially different. This is the case if the energy is concentrated in small vortices, for example, which fit into the 'box' in many ways. When the most probable states are few or essentially indistinguishable, as in the case where the structure tends towards a large vortex, or pair of vortices, which can fit in only one or two ways, the most probable state should be the same as the actual state of the system.
The observed vortex structure in the Octupole seems to correspond to the latter case - the smaller cells are much less important, and the structure of the large vortices is reproducible. Therefore, the assumption is made that the reproducible structure measured in the Octupole represents the most probable state, and that the ensemble average can be replaced by the measured spectra.

IV.2 DISSIPATIVE FORCES

Diffusion for the fluid model depends on the energy in the vortex spectrum, and any mechanism which removes energy from the vortex spectrum will reduce the diffusion. Because of this, the diffusion at long times is smaller than that which would result if the total energy in the spectrum were constant. This effect was illustrated in the numerical examples in Chapter III where we used a time-dependent energy spectrum.

As will be discussed when the data is presented, at least two mechanisms reduce the energy of the spectrum in the Octupole. One is ion viscosity, and the other is cooling. Again the assumption is made that any dissipative effects are correctly accounted for by using the measured spectra.

IV.3 NON-ISOTROPIC FLUID VORTEX THEORY

Although the 'square box' is useful for numerical simulations and theory, the question naturally arises when applying the theory to the Octupole of what the effect is
of a (possibly) non-isotropic velocity spectrum. The first thing to note is that for an e.s. g.c. plasma, the velocity is perpendicular to the electric field. The diffusion equation is actually a tensor equation, which Taylor and McNamara simplified by assuming isotropy to obtain an analytical solution. In this section we will choose simplifying assumptions more suitable for the Octupole, based on experimental results, and will not require the spectrum to be isotropic.

The analytical solution is more complicated when the spectrum is not isotropic. For simplicity we will show the equation for the electric field correlation (3.39) rather than the diffusion equation, which is its first integral (3.40). The results will apply equally to the equations for dR/dt and R(t). (This method was used in the examples in Chapter III because numerical integration is more accurate and more stable than numerical differentia-tion.) Equation (3.39), in tensor form, is

\[
\frac{d^2 \vec{R}(t)}{dt^2} = \frac{1}{2B^4} \sum_k \langle \vec{E}(\vec{k}) \times \vec{B} \rangle \langle \vec{E}(\vec{k}) \times \vec{B} \rangle \\
\times \exp \left[ -\frac{2}{B^2} (\vec{k} \times \vec{B}) \cdot \vec{R}(t) \cdot (\vec{k} \times \vec{B}) \right]
\]

(4.1)

If the spectrum is isotropic then

\[
\vec{R} = \begin{bmatrix}
R_{xx} & R_{xy} \\
R_{yx} & R_{yy}
\end{bmatrix}
\]

(4.2)

reduces to R(t). As equation (4.1) indicates, diffusion is two-dimensional for the vortex modes. To see this, note that the exponential term in (4.1) is dependent on both x and y. If we assume that the cross terms are negligible, equation (4.1) reduces to a pair of coupled differential equations,
\[ \frac{d^2 R_{xx}}{dt^2} = \frac{1}{2B^2} \sum_k \langle E_y \rangle^2 \exp \left[ -\frac{2}{B^2} (k_y R_{xx} + k_x R_{yy}) \right] \] (4.3)

and equivalently for \( \frac{d^2 R_{yy}}{dt^2} \). Note that the diffusion in \( x \) depends on the spectrum in \( y \) and vice versa, even if the cross terms are ignored.

IV.4 MAGNETIC FIELD AND DENSITY INHOMOGENEITIES; NON-UNIFORM \( \epsilon \)

The straight, uniform magnetic field required by the 2-D g.c. theory is non-physical. (Under some experimental circumstances the plasma could be located in the straight uniform part of the field, but then the question of potential and density gradients along the field line would probably arise.) Confinement systems, the Octupole in particular, have inhomogeneous fields with curvature. There are two consequences of this that have to be considered when applying the g.c. theory to the Octupole. First, the non-uniform field contributes to a position-dependent dielectric coefficient; this effect is discussed later in this section. The second effect is that the guiding-center drift is no longer the only drift. With a density gradient there is also a diamagnetic drift (Ref. 46, Chapter III), which in the Octupole is azimuthal (if there are no azimuthal density gradients), and in opposite directions for ions and electrons. Fluid theory is still applicable; however, the formal correspondence between the 2-D Navier-Stokes equation (3.9) and the fluid equation (3.20) holds only when \( \vec{V} = \vec{E} \times \vec{B} \). The single-particle picture includes a \( \vec{V} \vec{B} \) drift and a curvature drift (Ref. 46, Chapter II and III) not present in the fluid description; both are also azimuthal in the Levitated Octupole.
It has not been determined how to include the azimuthal diamagnetic drifts formally in the theory. However, the azimuthal drifts may play a role in symmetrizing azimuthal density gradients, as discussed by Navratil in his "picket fence" model (Ref. 15, p.76-79).

Little theoretical work has been done on the problem of vortex diffusion with a density gradient. Okuda and Dawson included a 20% density gradient in one of the two dimensions of their simulations, and found that the vortex diffusion smoothed out the inhomogeneity. True and Okuda (Ref. 40) reported that convective modes were unchanged by the presence of a density gradient, but that ion flute modes became unstable (however, in the Octupole flute modes are stabilized by the good curvature of the field in the private flux and the average good curvature in the common flux).

We are interested in whether density gradients can affect the fluid solutions, and especially in how they change the magnitude or shape of the spectrum. As will be shown in Chapter V, the potential contour plots for plasmas in a purely poloidal field tend to show relatively little structure in the region near the separatrix (near the density peak), and more in the region closer to the rings. The vortex diffusion coefficient density dependence obtained from the study of the profile evolution is \( D \propto [n(\psi)]^{-1/2} \). However, the diffusion coefficient obtained from the fluid theory in Chapter III (without a density gradient) is independent of position.

One important effect of inhomogeneous density and magnetic field is the variation of the dielectric constant,
from $\varepsilon^{+\infty}$ at the field null, to $\varepsilon^+1$ near the plasma edge. (Note that there would be a variation in $\varepsilon$ even for a system with uniform B if there were a density gradient.) It is believed that the inclusion of the effects of a density gradient in $\psi$ on the distribution of the electric field energy will account for the $\psi$-dependence of $D_e$. For the purpose of numerical computations, the electric field spectrum used will be $E_e^2(\psi,k,t)$.

If $T^* = \varepsilon E^2$ is a constant in the plasma as the diffusion studies suggest, then we expect the electric field spectrum to vary in $\psi$. This variation is seen in the data. The principal result of the gradients in the Octupole appears to be a dielectric effect: the azimuthal potential gradients measured in the plasma are lower near the separatrix where the dielectric constant is higher (due to the peak of the density profile and the low average value of B along the separatrix field line). We will account for the variation with $\psi$ by using the local values of the variables on each $\psi$-surface.

IV.5 BOUNDARY CONDITIONS AND FLUID SOLUTIONS IN THE OCTUPOLE

The fluid solutions discussed in Chapter III were obtained for equilibrium plasmas in a box with perfectly conducting (equipotential) boundaries. In addition, all but one of the solutions presented by McDonald (and the Joyce and Montgomery simulations) correspond to a total net charge of zero.
Boundary conditions are different for the Octupole. \( \phi \) and \( E = -\psi \phi \) are both continuous functions of the azimuthal angle \( \theta \). The rings are equipotentials; the boundary conditions at the walls are discussed in Chapter V. The separatrix flux surface would also be an equipotential if the magnetic field were zero everywhere along \( \psi_s \); this would divide the Octupole into two separate regions, a private flux region and a common flux region. The closed cells observed in the data (Chapter V) do not cross the separatrix from one region to the other; however, the potential on the separatrix is itself a function of time. In addition, for the collisionless plasma the electrons have an anomalous diffusion rate across \( B \) which exceeds the ion rate, the plasma potential is positive in the Octupole (see, for example, potential profiles taken by Greenwood Ref. 13, section III.5) and \( \int \rho dV \neq 0 \).

It has not been shown that the kinds of numerical solutions obtained by McDonald are the only kinds possible. The multiplicity of solutions corresponds to local maxima of the entropy and it is difficult to determine whether a given state has the absolute maximum entropy. Because there are many solutions, the iterative procedures are very dependent on initial guesses. This means that, especially for more complicated geometries such as the Octupole, even though we may be able to obtain a numerical solution for the theoretical equipotentials which solves the differential equation and boundary conditions, we may not be able to prove that it is, in fact, the equilibrium solution corresponding to maximum entropy. However, even though a solution may not have maximum entropy, the local maxima may represent the possibility of meta-stable states. Interesting results in this context were obtained by
Saison, Wimmel and Sardei\textsuperscript{49} for two-fluid trapped-ion transport in Tokamaks.

The solutions to (3.46) in the Octupole will have to be obtained numerically, but we can make a first estimate by expanding on a topological trick suggested by Fisher\textsuperscript{50}. He investigated the similarity between some of the solutions to (3.46) in Cartesian coordinates and solutions in cylindrical coordinates. We have taken the additional step of noting that the two-dimensional plot of $\Delta \theta = 360^\circ$ by $\psi = \psi_w - \psi_r$ is topologically equivalent to an annulus if we map onto $r$. The transformation can be thought of as deforming the topology continuously while maintaining (3.46).

The solutions we are interested in are the ones which fulfill the boundary conditions $\psi = a$ at $\psi_w$ and $\psi = b$ at $\psi_r$. Sketched in Fig. 4.1a, b, and c, are three such solutions. In the first column is the solution given by McDonald\textsuperscript{48} in Cartesian coordinates (McDonald calls these three solutions s-s, d-d, and diagonal d-d). The second column has the solutions as they might look deformed into cylindrical coordinates, and in the third column an equipotential surface of circular shape has been replaced by the inner boundary of the annulus. Solving for these directly using (3.46) in Octupole coordinates has not yet been attempted. It should be noted, however, that even though the boundary conditions would be met by this method, the net charge enclosed by the 'box' could change (this is not necessarily a disadvantage since we have already seen that the net charge is not zero in the Octupole). This would have to be accounted for when obtaining a solution.
Fig. 4.1 Possible deformation of solutions to the sinh equation, from solutions in a square box (Ref. 48) to an annulus.
The most probable state for a given value of the energy depends on \( \lambda \). If the energy is too high, for example, there may be no s-s solution (Fig. 4.1a, col. 1), and in this case something like Fig. 4.1c, col. 3, might be the highest-entropy solution compatible with all the constraints.

The question of time-varying solutions is not addressed by the analysis of the \( \text{sinh} \theta \) equation (see Section III.6), which refers only to the long-time equilibrium state of a conservative system. For the Octupole, though, it is interesting to consider what would happen to a system in equilibrium with an energy \( E \), if the energy were decreased. It is possible to imagine that as the energy decreased, a transition could be made to a state that was previously not allowed, with a higher entropy, for a new equilibrium.

We speculate that something of this nature may occur during the transition from vortex diffusion to classical diffusion\(^{26}\) as the energy spectrum is damped. A comparison of Figs. 4.2a, b, and c, shows that one shape can be obtained from the other by a continuous deformation as the amplitude of the azimuthal variation (along the dotted line) is reduced. We note also that the entropy, \( S=2\beta E \), is negative; equation (3.46) was derived for \( \beta<0 \). The maximum entropy possible for any solution will be zero.

By a continuous process, then, as the energy spectrum is damped, the electric field shape can go from one in which gradients in \( \theta \) lead to radial diffusion, to one in which there are still radial fields but only collisional diffusion.
FIG. 4.2 POSSIBLE DECAY OF A TOROIDAL MODE (m=4).
If we consider only the private flux region, with the ring and the separatrix $\psi$-surface as the boundaries of this region, and assume that the appropriate boundary conditions are that $\psi_s$ and $\psi_r$ each be an equipotential, then the longest-wavelength mode is sketched in Fig. 4.3a. Typically, the width in $\psi$ of the private flux region is $\approx 10 \text{cm}$, and in $\theta$, $10^3 \text{cm}$. The wavenumber, $k$, is a vector. Therefore, the mode with the second smallest wavenumber is as sketched in Fig. 4.3b rather than Fig. 4.3c. The first 10-20 longest-wavelength modes thus all share the same $k_\perp \psi$.

We wish to emphasize that although the above development is plausible it has not been checked numerically. Even if the sketches are indeed solutions, we cannot know if we have a complete set for a given situation, nor can we prove that we have the maximum-entropy solution, and, in addition, we still have to consider the time dependence for real plasmas.

The discussion of the deformation of boundaries from a box to an annulus does not include the effects of introducing additional boundary conditions, such as supports, during the process. The symmetry of the box (4 corners) is not a natural one to the circle; rather we can see the possibility of any integer number of toroidal modes. This discussion is intended to show a possible class of solutions rather than justify a particular one.

IV.6 APPLICATION TO OCTUPOLE COORDINATES

In the previous sections of this chapter we have discussed the various effects which have to be considered
Fig. 4.3 Sketch of longest-wavelength modes in Octupole.
when applying vortex diffusion theory to the Octupole. In this section we will examine what equation (4.1) looks like in Octupole coordinates, and what assumptions are necessary to estimate \( D \) from the experimental data.

The tensor equation, (4.1), consists of four separate equations, coupled by the exponential term. To solve this equation completely we need to expand the electric field in eigenfunctions suitable for the Octupole, and then solve the four coupled equations simultaneously.

The Octupole coordinates perpendicular to \( \vec{B} \) are \( \psi \) and \( \theta \). Eigenfunctions in these coordinates can be found by considering Poisson's equation. Using the differential operators in Appendix A, it can be shown that Poisson's equation is separable in Octupole coordinates. The eigenfunctions in \( \theta \) are the toroidal eigenfunctions, \( e^{im\theta} \); the potential structure can be Fourier transformed in \( \theta \) to obtain the amplitudes of the toroidal modes if 1) the data covers at least one complete period of the lowest spatial frequency present, and 2) the sampling rate is high enough to prevent aliasing. The eigenfunctions in \( \psi \) cannot be expressed in terms of analytic functions, but can be obtained numerically.

As discussed in Chapter II, contour plots were constructed using \( \psi \) values and 10-100 \( \theta \) positions. This means that we can get a reasonable approximation to the toroidal electric field spectrum; aliasing is not a problem because the spectrum drops rapidly with increasing wavenumber. However, unless the toroidal spectrum has most of its energy in a mode \( m \geq 4 \), only 360° scans will provide a correct spectrum.
The spectrum in $\psi$ cannot be obtained from the contour plot data because there are at best, using private and common flux data, about 10 points in $\psi$ between the ring and the wall. Because of this limitation in the data, in the rest of this chapter we will obtain an approximate solution for $D_\psi$ that uses only the toroidal spectrum.

We are interested in the net diffusion across a $\psi$-surface, so we need only the solutions to the equations for $d^2 R_{\psi\psi}/dt^2$ and $d^2 R_{\psi\theta}/dt^2$ (the net diffusion in $\theta$ is zero). The exponential in (4.1), in Octupole coordinates, is

$$\exp \left[ -2 \left( k^2 \psi R_{\theta\theta} - k^2 \psi (R_{\psi\theta} + R_{\theta\psi}) + k^2 \psi R_{\psi\psi} \right) \right] \quad (4.4)$$

The first assumption we will make is that $D_{\psi\psi} \gg D_{\psi\theta}$. The second assumption is that the exponential is dominated by the term $k^2 \psi R_{\psi\psi}$. These assumptions imply that the diffusion is caused by the energy in the azimuthal electric fields. Not enough is known about the $<E_\psi E_\theta>$ and $<E_\psi E_\psi>$ correlations yet to prove definitely that this ordering is correct; however, as the discussion on fluid solutions in Sections III.6 and IV.5 has implied, there should be no diffusion across a $\psi$-surface due to vortex modes unless there are azimuthal potential gradients.

With these assumptions, equation (4.1) reduces to

$$\frac{d^2 R_{\psi\psi}}{dt^2} = \frac{1}{2B^2} \sum_k E^2 \theta \exp \left[ -2k^2 \psi R_{\psi\psi} \right] \quad (4.5)$$

This equation is very similar to Taylor and McNamara's equation, (3.40), with the exception that it emphasizes
that the toroidal spectrum and eigenmodes should be used to determine diffusion \( D = dR \psi \psi /dt \) in the \( \psi \) direction.

The expressions given for the diffusion coefficient in (3.30) and (3.40) give a result dependent only on the amplitude of the electric field spectrum and its distribution in \( k \)-space. There is no \( x \) dependence in either equation. In the Octupole it has been observed that the azimuthal electric field spectrum \( E_\theta^2 \) depends on which \( \psi \)-surface the measurement is made on. Near the separatrix \( E_\theta^2 \) is small relative to its magnitude nearer the rings and wall. (This is what would be expected from equation (3.30), \( T^* \approx \varepsilon E^2 \), where \( T^* \) is a constant\(^{13,15} \) and \( \varepsilon \) varies as a function of \( \psi \) and \( \chi \).)

Because of this variation with \( \psi \) and \( \chi \), and because we are interested primarily in diffusion in \( \psi \), we will obtain the diffusion across a \( \psi \)-surface by integrating (4.5) on the closed flux surface.

Using the toroidal eigenmodes \( e^{im\theta} \), we express \( \phi \) as

\[
\phi(\theta) = \sum_m \phi(m) e^{im\theta}
\]

(4.6)

(From this point on we will use \( k \) interchangeably with \( m \) to represent a toroidal eigenmode.) The differential operators in Octupole coordinates are given in Appendix A. The equations for \( E_\theta \), \( v_\psi \), and \( D \), are given by

\[
E_\theta(m) = -\frac{im}{R} \phi(m)
\]

(4.7)

\[
v_\psi(m) = -\frac{im}{RB} \phi(m)
\]

(4.8)
\[ D = \frac{R}{B} \left[ \sum_m \frac{<E^2(m)>}{m^2} \right]^{1/2} \]  

(4.9)

In \( \psi \)-coordinates, the gradient of \( n \) is \( \nabla n = 2\pi RB \partial n / \partial \psi \). Substituting this into the equation for \( D \) (assuming the \( t \to \infty \) limit), and averaging the flux over a \( \psi \)-surface, we can calculate \( \mathcal{D}(\psi) \),

\[
\Gamma_{av} = \frac{\int D \nabla n \, dA}{\int \, dA} = \frac{\int D \nabla n \, R \, d\theta d\varphi}{\int R \, d\theta d\varphi} = 2\pi \left[ \sum_m <\phi(m)^2> \right]^{1/2} \left[ \int \frac{R}{R^2} d\theta d\varphi \right] \frac{\partial n}{\partial \psi} = \mathcal{D}(\psi) \frac{\partial n}{\partial \psi}
\]

(4.10)

\( \mathcal{D}(\psi) \) consists of a function of \( \psi \) which does not depend on \( \theta \) and a geometrical factor. The geometrical factor is nearly constant in each of the three regions in the Octupole:

- 1.7 outer hoop private flux
- 1.1 inner hoop private flux
- 1.5 common flux

To put the diffusion coefficient in units appropriate to compare with \( \Gamma \), we multiply \( \partial n / \partial \psi \) by an average value of \( 2\pi RB \) over the \( \psi \)-surface.

\[
\Gamma_{av} = \frac{\mathcal{D}(\psi)}{<2\pi RB>_{av}} \cdot \nabla n = \mathcal{D}_{av} \cdot \nabla n
\]

(4.11)

The units of \( \phi \) are volts; in MKS \( \mathcal{D}(\psi) \) is in \( \text{V} \cdot \text{m} \), and \( \mathcal{D}_{av} \) is in \( \text{m}^2 / \text{sec} \). We have chosen to use MKS units throughout, and multiply by \( 10^4 \) at the end to obtain \( \mathcal{D}_{av} \) in \( \text{cm}^2 / \text{sec} \).
The geometrical terms were obtained from PLP 703. Two factors have to be accounted for: the difference between the Dory (=1/10 peak core flux for a given bank voltage) and Webers; and the decay of B with time. The magnetic field was assumed to vary in time as \( B_0 \exp(-t/150\text{ms}) \), where \( B_0 \) is the value of B at peak field. This approximation assumes that the flux plot retains its shape as it decays.

The time-dependent diffusion equation is obtained by using the time-dependent form of (4.9); the rest of the derivation is identical. The differential equation was solved numerically using a predictor-corrector algorithm. The approximation for small \( k^2R \) (3.52) was used to find the initial conditions to start the solution (Runge-Kutta algorithms cannot handle \( R(0)=0, \frac{dR}{dt}=0 \) at \( t=0 \)). This approximation was kept to the same accuracy as the solution to the differential equation \( 10^{-5} \).

The spectrum is peaked at the lowest mode numbers. It was found that the numerical solution involving 50 modes (Fig. 4.4) was essentially identical to that involving 20 modes (Fig. 4.5); including fewer than 20 modes led to variations in the results. Therefore, the numerical solutions were evaluated using the 30 longest-wavelength modes.

Note: Instead of multiplying by \( <2\pi RB> \) we could also use the value of \( 2\pi RB \) at the point in space where the comparison with the flux is to be made, in the bridge region of the LOH. This would result in a numerical factor smaller by about \( 1/4 \).
Fig. 4.4 Solution to equation (4.5) using 20 modes.
Fig. 4.5 Solution to equation (4.5) using 50 modes.
Plots of $D(\psi)$ vs $t$ will be shown in Chapter V and VI. The numbers plotted will be $\bar{D}_{av}$ from (4.11) in cm$^2$/sec; these estimates will be compared with the results of the studies of density profile evolution$^{25,26}$.

IV.7 SOURCES OF CONVECTIVE CELLS

Any mechanism which leads to charge separation is a potential source of convective cells. The only exception is when charge separation leads to drift surfaces (equipotentials) that are azimuthally symmetric, in which case there is no diffusion across a $\psi$-surface.

For gun plasmas in the Octupole, injection appears to be the principal mechanism for the creation of cells. The process was described in detail for the small Octupole by Dory, et. al.$^2$, as follows. The plasma beam from the gun polarizes as it crosses the magnetic field, and the directed velocity causes charges to separate until the polarization electric field cancels the average magnetic force on the plasma. Then the interior of the cloud is free to continue moving forward (into the magnetic well) due to the $\mathbf{B}\times\mathbf{E}$ drift. When the plasma first encounters a field line the polarization causes the field line to become charged; when encountering the same field line on the other side of the Octupole, the field and the polarization are in the opposite direction. The propagation of charge of opposite sign along the field line then shorts out the electric fields, and the plasma stops. After the initial penetration, the plasma is flute-unstable inwards and azimuthally.
The plasma cloud splits and proceeds around the torus and the two clouds collide at 180° from the gun port. During this phase, theory and experiment show the development of double vortex equipotentials. (Ref. 45 shows the same process in a linear quadrupole.)

The gun plasmas have an initial directed energy of \( \sim 30 \text{eV} \), and very large potentials (\( \sim 100 \text{V} \)) have been measured near the gun port and around the machine during the injection process. This electric field energy is available for convective cells, although the plasma will short out potentials greater than \( kT/e \) after the initial turbulence damps out. It is interesting to note that the process puts energy into long-wavelength modes initially; if it did not, the energy spectrum might damp (by cooling or viscosity) before the cells coalesced into macroscopic (observable) vortices.

Other processes create charge separations in the Octupole. One is the effect of supports, which may preferentially drain electrons from the plasma. Non-azimuthally symmetric boundary conditions (due to electric fields at the gap, portholes, particle collectors, field errors, supports, etc.\(^1,10,13,15\)) also play a role in determining what the electric field spectrum will be.

Drift waves (which require finite \( k_z \)) have been proposed as a means of effecting a charge separation at short wavelengths; convective cells can form from non-linear mode coupling. This is discussed further in Chapter VI for the collisionless plasma with an added toroidal field, but is not a mechanism for cell creation when \( k_z = 0 \), as in the case with closed field lines.
With a poloidal and toroidal field, where flow along a field line is expected to short out potential structure, particles that are trapped in magnetic mirrors can be a means of maintaining the charge separation necessary for convective cells. An example of this is given in Chapter VI for the collisionless plasma.
CHAPTER V - FLOATING POTENTIAL CONTOURS
IN A PURELY POLOIDAL FIELD

As noted previously by Drake\(^1\) in the large Octupole, and by others in the small Octupole, the floating potential with a purely poloidal field in many cases is not azimuthally symmetric, even with the machine levitated, and the long-wavelength structure can be both reproducible and long-lived. Along a field line, however, \(V_f\) is constant, and the field lines are contained in constant azimuth planes. Because of this we can measure \(\phi\) in the Octupole by constructing two-dimensional plots using the cart probe (Chapter II); 3-D structure can be found by rotating the contour plots around the rings, stretching to follow the magnetic field lines.

The 2-D character of the Octupole with a purely poloidal field suggests examining two-dimensional fluid theory; this is discussed in detail in Chapter III, and extended to Octupole coordinates in Chapter IV. In the present chapter we will compare several fluid theory results, such as macroscopic potential cells, shape of the electric field spectrum, and calculation of a diffusion coefficient, with the experimental measurements.

Potential structure was measured for a wide range of parameters; special effort was made to examine cases for which the profile evolution studies had also been done. Data is presented for the collisionless plasma, and for the collisional plasma over a range of field strengths. Levitated data is presented as well as supported data. The contours to be shown were all taken with the field crowbarred.
The data to be presented in this chapter shows that cell structure is present when vortex diffusion is measured, and much reduced when the diffusion scales like classical diffusion. The vortex diffusion coefficient calculated from the $E^2$ spectrum agrees in magnitude and shape with the results of the profile decay experiments.

V.1 COLLISIONLESS PLASMA

A. Supported Data. Two sets of supported data are presented for the collisionless plasma. Data was taken with 2.5 kV on the poloidal bank (this corresponds to $B_{av}$ [Ref. 26] $\ll$ kG on the bridge side of the private flux of the LOH). Data from two experiments is shown: an $80^\circ$ scan of the private flux of the LOH, and a $360^\circ$ scan of the private flux of the LIH.

1. Experimental Observations. Figs. 5.1a-f show the floating potential in the private flux of the LOH. The scan covers an $80^\circ$ segment of the Octupole from $298^\circ$, through $0^\circ$, to $20^\circ$, for 5 $\psi$-surfaces. The scan includes the support at $318^\circ$ and a probe port at $330^\circ$. The data shows a large cell which closes at the position of the support (at $318^\circ$). The next support is at $30^\circ$ and the contours seem to be closing at the right side of the plot ($20^\circ$). This cell remains in the same position for the entire experimental period. Its amplitude decays for about the first 20-30ms, and then remains roughly constant for the remainder of the pulse. There is some structure in the separatrix region, but the potential variation is largest in the region $3.5 \lesssim \psi \lesssim 4.5$. 
FIG. 5.1A AND B. FLOATING POTENTIAL CONTOURS; COLLISIONLESS H PLASMA; SUPPORTED, PRIVATE FLUX OF THE LOH; $B_{p\text{ ave}}=1\text{KG (2.5KV)}$. 
Fig. 5.1c and d. Floating potential contours; collisionless H plasma; supported; private flux of the LOH; $B_{P_{AVE}}=1KG (2.5(KV))$. 
Fig. 5.1e and f. Floating potential contours; collisionless H plasma; supported; private flux of the LOH; $B_{p\ AVE} = 1$Kg (2.5Kv).
The floating potential contours for a full scan (360°) of the LH are given in Figs. 5.2a-d (private flux) and 5.3a-d (common flux). This data had large variations in the monitor, and is presented mainly to show the characteristic cell pattern for a collisionless plasma with the machine supported: the three inner supports are clearly visible in the private flux contours.

The data for the common flux (see, for example, Fig. 5.3b at 7ms after injection) shows an oscillation in the potential corresponding to the azimuthal position of all the supports, both inner and outer, and also that of the gap. Since this data was taken in the common flux region near the inner nose, it shows that the entire field line is affected by the support. However, the effect is not quite as marked as for the private flux. We also note that there is some evidence of outer supports in the private flux of the inner hoop (Fig. 5.2b). All of the psi-surfaces in the common flux are not at the same potential at a support; this occurs because the support is floating relative to the wall. There don't appear to be closed cells in the main body of the plasma in the common flux, but there may be some closer to the wall in the region the probe can't reach.

The cell structure is stationary; although the field lines are soaking into the rings and walls, the cells do not move with them. The boundary condition required at the ring is an equipotential, but the probe cannot get close enough to the boundaries to determine what the structure looks like at the wall. The containment volume extends to the critical ψ-surface, with ψ_c ~7.8 at 25ms after the start of the pulse (see Fig. 2.2); in some parts
Fig. 5.2a and b. Floating potential contours; supported; collisionless H plasma; private flux of the LIH; $B_{P\,ave}=2\,KG$ (2.5KV).
**Fig. 5.2c and d. Floating potential contours; supported; collisionless H plasma; private flux of the LIH; \( B_{p\, Ave} = 2\, KG \) (2.5kV).**
Fig. 5.3a and b. Floating potential contours; supported; collisionless H plasma; common flux - inner nose; \( B_{p\text{ ave}} = 2\text{KG (2.5KV)} \).
Fig. 5.3c and d. Floating potential contours; supported; collisionless H plasma; common flux - inner nose; $B_p\text{ AVE}=2$KG (2.5KV).
of the Octupole there is a region between $\psi_c$ and the wall, and in other places $\psi_c$ intersects the wall (for example, at the inner nose). We do not yet know what effect this has on the cell structure near the Octupole walls. Local perturbations (such as collectors on the hoops) can also affect the shape of the equipotentials near the ring.

The toroidal spectrum of the electric field is shown in Figs. 5.4 and 5.5 for two psi-surfaces in the private flux of the LIH ($\psi=4.09$ and 4.52). The figures show that the energy spectrum of the toroidal vortex modes is a rapidly decreasing function of $k$, and decays in time. Note that, because what is plotted is $E^2(k)$ and not $E(k)$, the resolution of the plot corresponds to a factor of 30 in the potential rather than $10^3$. This means that the 'bump' at the higher mode numbers is well within the resolution of the digitizer, and is not just noise.

2. Discussion. When considering the data for the collisionless plasma in a purely poloidal field, we want to examine three main areas, to see if the proposed theory provides a reasonable framework for understanding the data. These areas are: first, the shape of the measured vortices and spectra; second, the time decays and possible damping mechanisms; and third, the magnitude of the vortex diffusion coefficient and enhanced temperature $T^*$ that can be estimated from the data.

Potential Contours. The full scan contours, Figs. 5.2 and 5.3 (LIH), show a pattern of three large cells. The plots are similar to the fluid solutions proposed in Fig. 4.2c, col. 3, if we allow three toroidal modes rather than four. Data on the shape of the potential
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Fig. 5.4 Toroidal Electric Field Power Spectrum, \( \psi = 4.09 \)
**Fig. 5.5** Toroidal power spectrum; collisionless H plasma; supported; $\psi=4.5$ LIH; $B_{p \, \text{AVE}}=2$ KG (2.5 KV).
profile in $\psi$ was taken by Greenwood$^{13}$, who measured the floating potential profile and the density profile for the collisionless plasma at the probe port at 330° on the LOH (Figs. 3.6 and 3.8 in Ref. 13). The density and floating potential profiles have approximately the same shape at that azimuth, but the floating potential cannot have the same normal mode solution as the density at all azimuths because although the density is azimuthally symmetric, $V_f$ is not.

The mean-free-path for the collisionless plasma is $\sim 100$ m, and there is very good communication along the field line. The levators are in electrical contact with the ring but can float from the walls; thus the supports can act as an additional boundary, creating an equipotential surface out of the field lines intersected at the azimuth of a support. From the data for the collisionless plasma it appears that all field lines in the private flux at the azimuth of the support are at the same potential.

One might expect that the support as an additional boundary condition might make the mode $m=3$ (or $m=5$ for the outer hoops) the longest-wavelength mode, but the spectra (Figs 5.4 and 5.5) for the private flux psi-surfaces do not support this, but show that $m=1$ is the longest mode. Instead we can think of the support as a local perturbation in the potential extending in $\theta$ for no more than a few degrees. From Drake's detailed data for the cell structure in the vicinity of a support (Ref. 1, Fig. 5.15, p. 153) we can estimate a perturbation width of 5-15°, which corresponds to a mode number 24-72, and is probably the source of the bump at $m=30$ on the spectrum of $E^2$. 
The shape of the toroidal spectra (Figs. 5.4 and 5.5) indicates a non-thermal plasma, as in thermal equilibrium $E$ is independent of $k$ (up to $k^2 \lambda_p^{-2} \lambda_l^1$). Lines proportional to $1/k$ and $1/k^2$ have been drawn on Fig. 5.5; the scale factor is such that the lines pass through the data. This shows that $E_\theta^2$ is approximately proportional to $1/k^2$, as is predicted in equation (3.27) for the equilibrium vortex spectrum, and similar to numerical simulations by Seyler, et al.\textsuperscript{24}. [Note that the theory predicts this dependence for a non-thermal equilibrium corresponding to a negative temperature.] However, the spectrum is too noisy to obtain estimates of the parameters $\alpha$ and $\beta$; the values vary by large amounts, and even change sign, depending on how many modes are used.

**Damping.** For this plasma the ion viscosity\textsuperscript{52} is very small (a few cm$^2$/sec), and the ion viscous damping time, $\tau_\mu = L^2/\mu$, is on the order of seconds even for cells as small as a centimeter. Therefore, we do not expect to see the large cells damped by ion viscosity, and any damping is due to some other mechanism. (However, the non-linear mode coupling may transfer energy from the long-wavelength cells to short-wavelength cells where viscous damping is important.) The fluid loses energy, and we observe experimentally that the amplitudes are tied to the electron temperature. Therefore, we will examine in particular the effect of cooling, which can damp the vortex spectrum because as the plasma cools it is not able to support the large electric fields measured during the injection and filling process.

The electron temperature for this plasma decays with $\tau_e \approx 20\text{ms}$ for the first 20ms, and then remains approximately
constant at 1.5eV for the remainder of the experimental period. The partial scans of the LOH (Fig. 5.1) show qualitatively the same behavior: for about the first 20ms the amplitude of the large cell in the private flux decays, and then remains roughly constant. The potentials in the plasma are on the order of the electron temperature, but it is not possible to estimate a decay rate for the electric field from the partial scan contour.

The time decay of the power spectrum of the potential is shown in Fig. 5.6 for the two psi-surfaces in the private flux from the 360° scan of the LIH. (Because this set of data was noisy we have analyzed only the two psi-surfaces with the smallest variation in the monitor.) Although more information is needed about the two-dimensional character of the spectrum, we note that the decay of $\Sigma \phi(k)^2$ has a time behavior similar to that of the electron temperature. For a stationary spectrum this would also be true of $\Sigma E(k)^2$. The decay is exponential over the whole experimental period, with $T_E^{\sim 8}$ms. This corresponds to a decay for the electric field of roughly twice this value ($\sim 16$ms) which is close to the known value for $T_e$ ($\tau \sim 20$ms) during the first 30ms; however, $T_e$ becomes a constant at $\sim 30$ms, while $\Sigma E_0^2$ continues to decrease on these two $\psi$-surfaces.

The time decays of several individual modes from the same two psi-surfaces are plotted in Figs. 5.7 and 5.8. The individual modes also decay with $T_E^{\sim 2}$ 8ms; this agrees with the discussion of Section IV.5, that the first 20-30 modes in $\theta$ share a single $k_\psi$. Data is not plotted earlier than 10ms after injection because it is not reproducible during the early times. Arbitrary initial distributions evolve
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Fig. 5.6 Time decay of energy summed over \( k \) vs. time.
Fig. 5.7  Time decay of individual modes,  $\psi=4.52$
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Fig. 5.8 Time decay of individual modes, ψ=4.09
into the same long-wavelength structures. This agrees with
the argument in Section IV.1 that the observed potential
cells represent the most probable state of the system.

The LOH partial scan shows that the contours, while
retaining their shape, decay for about the first 25-30ms,
and then remain approximately constant. Greenwood\cite{13} took
a constant-azimuth scan of $V_f$ through the probe port at
330° for the same plasma. To get an idea of the time
decays we have plotted the voltage at the peak as a function
of time (Fig. 5.9). The peak voltage decreases exponential-
ially with an 8ms time constant for the first 20ms.
During the next 20ms the profile becomes severely distorted
(see Ref. 13, Fig. 3.8) and the characterization of the
decay by a single mode in $\psi$ becomes less and less valid.
The time decay of the peak slows by a factor of 2 (to
\approx 17ms); however, an average, such as the value at the flat
spot, continues to decrease at about the same initial rate
(9ms).

From the supported data for the collisionless plasma
we conclude that plasma cooling can account for the damping
of the vortex spectrum in the first 20-30ms. In the latter
part of the experiment, the evidence is contradictory: the
contours (Fig. 5.1 and 5.2) do not change much but the
spectra from the two $\psi$-surfaces in the LIH private flux
continue to decay. It would be necessary to look at more
$\psi$-surfaces to resolve this question.

**Vortex Diffusion Coefficient; $T^*$.** If the study
of the convective cells is going to yield useful information
about plasma lifetimes in the Octupole, we need to be able
to calculate parameters such as $T^*$ and $D_v$ from the vortex
Fig. 5.9 Decay of the floating potential profile in $\psi$.
(Data taken from Ref. 13, Fig. 3.8)
spectra. The following calculations use the local values on a psi-surface as discussed in Chapter IV; these numbers should be seen as giving an order of magnitude since the two-dimensional spectrum has not yet been fully developed and the effects of inhomogeneities, etc., are not included in the simple theory of Sec. IV.6.

The value of the diffusion coefficient $D(t)$ obtained using equation (4.10) for the two $\psi$-surfaces in the LIH private flux is plotted in Fig. 5.10a. $D_v$ is on the order of $10^4 \text{cm}^2/\text{sec}$ 5ms after injection, decreases to $\approx 2.5-3.5 \times 10^3 \text{cm}^2/\text{sec}$ by 20ms, and then levels off, and begins to climb very slowly. The decay of $D(t)$ at early times is plotted in Fig. 5.10b on a log scale; from 5 to 20ms after injection, $D(t)$ decays exponentially with $\tau_D \approx 1.3 \text{ms}$. The behavior of $D(t)$ agrees in general with the diffusion study results$^25$: Initially, $T^*$ decays rapidly, and because $D \propto (T^*/n)^{1/2}$, $D$ will also decrease; after 30 ms, $T^*$ is constant, but $n$ is still decaying, so that $D$ will increase in time. The magnitude of $D_v$ calculated using (4.10) after 20ms is larger by a factor of 2-5 than the $800 \text{cm}^2/\text{sec}$ quoted in Ref. 25, Fig. 2. This is remarkably good agreement from the relatively crude model proposed in Chapter III and IV.

The effect of diffusion due to long-wavelength vortex modes on a finite-size plasma can be seen in the density profile decay data presented in Ref. 25, Fig. 5. The profile becomes distorted by the effect of the large cell observed in Fig 5.1 between $\psi=3.5$ and $\psi=4.5$. We note from the full scan of the LIH (Fig. 5.2) that cells are present from the earliest time plotted, and the "flat spot" appears on the profile at $\sim 10-15 \text{ms}$ after injection, which is on the
Fig. 5.10a Diffusion coefficient vs. time; collisionless H plasma; supported; ψ=4.52 and ψ=4.09, LIH; $B_p$ave = 2kg (2.5kV).
$B_{p\ ave}=2\text{KG (2.5KV)}$

Fig. 5.10b Diffusion coefficient vs. time (log scale), early times (0-20ms); collisionless H plasma supported; $\psi=4.52$ and $\psi=4.09$, LIH private flux.
order of the time it takes a particle to drift half-way around the cell. Because the collision time is of the same order as the circulation time around a cell, particles can move across the magnetic field by following an equipotential.

The enhanced temperature $T^*$ can be estimated using equation (3.30):

$$\frac{T^*(k)}{2} = \frac{cE^2(k)}{8\pi} L_//L_\perp$$

(5.1)

using the value of $E^2(m=1) = 0.075 V^2/m^2$ at 25ms from Fig. 5.4 ($\psi = 4.1$), with $n=2 \times 10^8/cm^3$, $B = 2k G$, $V= 8 \times 10^4 cm^3$, we find $T^*(m=1) = 2.4 \times 10^5 eV$. This estimate is very rough, but it shows that there is enough energy in the vortex spectrum to account for the observed diffusion.

B. Levitated Data. Two experiments were performed to investigate the effect of supports in the collisionless plasma. In the first the rings were levitated, and the plasma injected into a fully levitated machine. In the second experiment the levators were pulled out after the plasma had been injected.

1. Experimental Observations. Figs. 5.11a-f present potential contours in the private flux for normal levitation - the machine is fully levitated at the time the plasma is injected. Late levitation data for the private flux is shown in Fig 5.12a-f, where the machine is fully levitated $\sim 20 ms$ after plasma injection. The levators are pulling out of the machine for the first 20ms of this experiment. Both scans cover the same section of the
Fig. 5.11a and b. Collisionless H plasma; normal levitation; private flux of the LOH; $B_{P\text{ ave}} = 1\text{KG (2.5KV)}$
Fig. 5.11c and d. Collisionless H plasma; normal levitation; private flux of the LOH; $B_{\text{P,AVE}} = 1$KG (2.5KV).
Fig. 5.11 e and f. Collisionless H plasma; normal levitation; private flux of LOH; $B_{p\,ave} = 1$KG (2.5kV).
Fig. 5.12a and b. Collisionless H plasma; late levitation; private flux of the LOH; $B_{P\,ave}=1$KG (2.5KV).
Fig. 5.12c and d. Collisionless H plasma; late levitation; private flux of the LOH; $B_{p \, ave} = 1$ kG (2.5 kV).
Fig. 5.12e and f. Collisionless H plasma; late levitation; private flux of the LOH; $B_{P\text{ ave}}=1$KG (2.5KV).
machine as the supported partial scan of the LOH, Fig. 5.1: an $80^\circ$ segment of the private flux of the lower outer hoop, including an outer support at $315^\circ$, and the gap at $0^\circ$. Common flux data was not taken.

The normal levitation data is different from the supported data shown previously in that, in addition to not showing the characteristic closed contour at the azimuth of the support, the potentials are a factor of 2-3 larger. The levitated contours appear relatively flatter than the supported contours (i.e., no large closed cells) in the azimuthal direction, and remain so for the levitation period of $\sim 20 \text{ms}$, although the potentials drop by a factor of 2 from 3ms to 10ms. Starting at around 20ms we see the support coming back into the plasma, and by 25ms after injection the vortex pattern at the support is very clearly defined. The pattern remains in the vicinity of the support, but its magnitude has decreased by a factor of 25 by 35ms, and the resolution of the Biomination becomes too small to follow the cell. The time sequence for this experiment is shown in Fig. 5.13a.

The contours for the late levitation experiment are shown in Fig. 5.12a-f. The timing sequence is shown in Fig. 5.13b. The machine is fully levitated $\sim 20 \text{ms}$ into the pulse. The early times, while the support is pulling out, show structure in the vicinity of the support. When the support is fully out $V_f$ appears somewhat flatter, but the structure does not damp away. When the supports come back the structure is accentuated. This data is very similar in shape to the supported data for this plasma, although the potential at the separatrix is about twice as large. There appears to be somewhat less variation in the azimuthal
**Fig. 5.13A** Normal levitation (50ms delay)

**Fig. 5.13B** Late levitation (30ms delay between levator and field triggers)
direction than for the supported data, but more than for the normal levitation case.

2. **Discussion.** The boundary conditions are different without the supports connecting the separatrix and the ring: When the plasma is injected into a fully levitated Octupole, the equipotentials have a different shape than when the Octupole is supported, as is observed in the normal levitation contours, Fig. 5.11. However, when the plasma is injected and the supports are pulled out afterwards (Fig. 5.12), a cell pattern similar to that of a supported plasma is observed. This occurs because the cell structure that is set up initially takes a long time to damp for the collisionless plasma.

The levitated \( V_f \) profiles in \( \psi \) are different from the supported profiles. In the supported contours \( \psi_s \) is shorted to the hoop by the levators, and there is a negative cell between the ring and the separatrix. The levitated contours show the potential rising from the ring towards the separatrix, with a positive peak; when the levators come back in the cell that forms is positive, even though the separatrix is now shorted to the hoop.

It remains to take a full scan for the levitated data to assess the magnitude of the spectrum in \( \theta \). This should be done for all three cases under the same operating conditions. This is crucial because the longest-wavelength modes are the ones causing the most diffusion (see Chapter VII). If our interpretation of the bump on the spectrum for the supported case is correct, it should be absent for the normal levitation case but present in the late levitation spectrum.
It is not possible to estimate the azimuthal spectrum from the levitated contours because the range in $\theta$ does not cover one full period of the lowest frequency mode present, and without a spectrum it is not possible to compute $D_v$ or $T^*$.

C. **Summary.** In the collisionless plasma, ion viscosity is too small to account for the damping of the electric fields. The decay of the spectrum indicates that the electric field and the electron temperature decay at roughly the same rate; physically this occurs because the plasma will tend to short out fields larger than $kT_e/e$. Therefore the effective temperature $T^* \approx E^2$ decays twice as fast as $T_e$.

Profile evolution diffusion studies for the collisionless plasma in a purely poloidal, levitated, mode$^{51}$ indicate that levitation made little change in the level of enhanced diffusion. Therefore we can assume that roughly the same amount of vortex energy is present in the plasma with the Octupole supported or levitated, and that the difference is mainly in the distribution of energy in the spectrum. This remains to be investigated.

The magnitudes of $D_v$ and $T^*$ calculated from the supported data agree reasonably well with the diffusion study results$^{25}$. However, the data is somewhat limited and the question of the effect of the supports on the cell structure needs to be investigated more thoroughly. The principal experimental problem is that the collisionless plasma is not very reproducible, and operating parameters tend to drift. This problem is discussed further in Chapter VII in the recommendations for further work.
V.2 COLLISIONAL PLASMA

A. Supported Data. The collisional plasma in a purely poloidal field was examined in detail. Three experiments were performed with the hoops supported. The experiments paralleled the profile evolution studies\textsuperscript{26} (the results of these studies were summarized in Chapter I.)

a. Contours were plotted for a quarter segment of the private flux of the LIH, at three values of the average magnetic field, $B_{ave}$. The high-field case ($B_{ave} \sim 2kG$) corresponds to a plasma with vortex diffusion scaling. For the intermediate field ($B_{ave} \sim 600G$) case, the diffusion scales as vortex diffusion initially; then, as the vortex spectrum is damped, the diffusion makes a transition to a collision-dominated diffusion. The last case ($B_{ave} \sim 360G$) corresponds to a plasma with collisional diffusion on the LOH. The results of the experiment showed that the presence of potential structure correlated roughly with vortex diffusion, and its absence with collisional diffusion.

b. In this experiment, a full scan was made of a single $\psi$-surface in the private flux of the LOH at two values of $B_{ave}$: $B_{ave} \sim 600G$ (vortex diffusion) and $B_{ave} \sim 180G$ (collisional diffusion).

c. A full scan ($\theta=360^\circ$, six $\psi$-surfaces) was taken of the private flux of the LIH, at $B_{ave} \sim 480G$. $D_\psi$ was calculated as a function of $\psi$, and was shown to have the same general shape as the diffusion coefficient obtained in the studies of the profile evolution\textsuperscript{26}, $D(\psi) \propto n(\psi)^{-1/2}$. 
la. Experimental Observation. A series of scans was made for the collisional plasma in which the bank voltage for the poloidal field was varied by a factor of 5.5. Data is presented in Figs. 5.14 to 5.16.

The first set of data (Fig. 5.14a-e) was taken in the private flux of the LIH with 2.5kV on the poloidal bank. This corresponds to an average magnetic field $B_{ave} \approx 2kG$. The scans show a considerable amount of structure at all times. The separatrix region is relatively flat, while the psi-surfaces near the ring have much more azimuthal variation in the potential. The cells move around and change initially, establishing a recognizable shape with a large cell located between $\psi=3$ and $\psi=4$. The large cell does not decay in amplitude after the 17ms contour, and retains roughly the same shape.

At 10ms after injection the gap voltage is on the order of .1V for the crowbarred field at 2.5kV on the bank. The question arises from examining Fig. 5.14 at 7ms and 12ms after injection whether this is the cause of the structure at the gap. The data was corrected by Drake's method (see Chapter II); .003V/° was subtracted from the data. If there is as much as a factor of 2 difference between this and the actual flux density at the gap, over the 6° segment in which there appears to be a large field gradient, the difference would account for \(\sim 0.016V\). The voltage step on the plots is on the order of .1-.2V, so the possibly incorrect adjustment would not be responsible for \(\sim 1/6\) of the voltage step at the gap with a flux asymmetry of a factor of 2. If this factor is larger, the correction could account for more of the gap structure. Detailed comparisons have not been made.
Fig. 5.14A and B. Floating potential contours; collisional He plasma; supported; private flux of LiH; $R_{AVE} = 2$ KG (2.5 KV).
Fig. 5.14c, d, and e. Floating potential contours:
collisional He plasma; supported; private
flux of LIH; $B_{P\text{AVE}}=2\text{KG (2.5KV)}$. 
Fig. 5.15a-c. Floating potential contours; collisional He plasma; supported; private flux - LIH; $B_p\text{ ave} = 600G (750\psi)$. 
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Fig. 5.16a and b. Floating potential contours; collisional He plasma; supported; private flux - LIH; \[ \bar{B}_P = 360 \text{G (450V)}. \]
Fig. 5.16c-e. Floating potential contours; collisional He plasma; supported; private flux - LIH; $B_p$ ave = 360G (450V).
The second set of data (Fig. 5.15) was taken with 750V on the poloidal field bank. This corresponds to $B_{ave} \sim 300G$ in the private flux of the outer hoops, and $\sim 600G$ in the private flux of the LIH where the contours were measured. The first contour shown, at 7ms after injection, has a fair amount of structure, including a small cell at $\sim 320^\circ$. The later contours are much smoother. It is not just the disappearance of the small cell that is apparent, but the smoothing out of the potential in general. As in the previous data, the potential gradients are smaller in the separatrix volume.

The third set of contours (Fig. 5.16) is for 450V on the bank ($360G B_{ave} \text{ LIH}$). The potential contours are very much flatter than those shown in Fig. 5.14 for the high-field case, even though the actual voltages ($\sim 0.2 \text{ to } 0.8V$) are of the same order. The potential gradients in $\psi$ are steeper near the ring, and the separatrix volume is flat.

The three sets of contours show that as the magnetic field is decreased, the floating potential contours go from having large azimuthal variations to being azimuthally symmetric. The difference in these three sets of contours is one of shape, not magnitude, as a comparison of the data shows that the potentials in all three cases are of the same order ($0-0.8V$). The potential gradients in $\psi$ are also of the same order. The electric fields, though are not; $E_\theta$ is much smaller for the low-field case than for the high-field case.

2a. Discussion. As summarized in Chapter I, the diffusion studies using the density profile evolution have shown that for high magnetic fields the diffusion
coefficient scales as vortex diffusion, and at very low fields the diffusion is collisional. Fig 5.17 (taken from Ref. 26) shows the profile evolution for three cases covering about the same range of magnetic field.

If the potential structure is the source of the enhanced diffusion at higher field strengths, we would expect to see little structure at low field, where collisional diffusion dominates. Fig. 5.16 is consistent with this interpretation. The contours are relatively flat and the azimuthal electric fields are small. Asymmetries due to plasma injection, etc., are damped out in the first few milliseconds.

At the intermediate value of B the time needed to damp out the vortex structure is longer because the ion viscosity is smaller. Therefore we would expect the vortex structure (Fig. 5.15) to take longer to damp out; this is what is observed in the contours.

Finally, at high fields, where the viscous damping time is of the order of the length of the experimental pulse or longer, we would not expect the potential structure to disappear.

The sequence of the contours as the field strength is increased is consistent with the interpretation we have made that the potential structure is the source of the enhanced temperature. However, the data was taken on the inner hoop which has a higher average field strength than the outer hoop; thus the transition from vortex to classical diffusion takes longer than it would for the LOH, even if all other factors are equal.
<table>
<thead>
<tr>
<th>$B_{\text{average}}$</th>
<th>$\tau_{\mu} - L/\mu_0$</th>
<th>\textbf{OBSERVED}</th>
<th>\textbf{OBSERVED}</th>
<th>\textbf{OBSERVED}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>\textbf{DIFFUSION}</td>
<td>\textbf{PROFILe} 1</td>
<td>\textbf{PROFILe} 2</td>
</tr>
<tr>
<td>100 Gauss 0.3 msec</td>
<td>CLASSICAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300 Gauss 2.8 msec</td>
<td>TRANSITION</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800 Gauss 20 msec</td>
<td>VORTEX</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textbf{Fig. 5.17} Profile evolution (density) vs. time. With classical diffusion, the density profile is convex; with vortex diffusion, the profile is concave towards the ring.

(Figure taken from ref. 26.)
1b. Experimental Observations. The toroidal spectrum of $\phi(k)$ was measured for a single $\psi$-surface ($\psi=3.4, \text{LOH}$) in the private flux. Fig. 5.18 shows $\phi(k)$ vs. $k$ for 1.5kV on the poloidal bank ($B_{\text{ave}} \sim 600 \text{G}$), and Fig. 5.19 shows $\phi(k)$ for 250V on the bank ($B_{\text{ave}} \sim 180 \text{G}$). The spectra are plotted at 2ms, 10ms, and 20ms, after injection. Both show that $\phi(k)$ is a decreasing function of $k$; the electric field spectrum for the low-field case drops off faster with increasing $k$ than the high-field case.

The time decay of the sum of all the modes is shown in Fig. 5.20. For both cases, the decay constant is $\sim 5 \text{ms}$. The magnitude of the high-field case is approximately three times larger than the low-field case. The time decay of several individual modes is plotted in Figs. 5.21 and 5.22 for the high- and low-field cases respectively. The individual modes also decay with a $\sim 5 \text{ms}$ time constant.

2b. Discussion. This case is not well understood. The vortex spectrum in $\theta$ decays at about the same rate for both scans. We would expect the low-field case to damp much more rapidly than the high-field case.

$D_v$ is plotted in Fig. 5.23 and 5.24. The electric field spectrum is smaller in magnitude at the low-field case. However, the vortex diffusion coefficient is an order of magnitude larger. We can calculate $D_{cl}$ for both cases\textsuperscript{15}, using

$$D_{cl} = 1.65 \times 10^{-4} \frac{\text{cm}^5 \text{eV}^{1/2} \text{G}^2 \text{sec}^{-1} n}{B_T^2 T_e^{1/2}} \quad (5.1)$$
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**Fig. 5.20** Time decay of \( \sum \Phi^2(k) \); \( B_{p \text{ave}} = 600G \) and 100G.
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Fig. 5.21 Time decay of individual electric field modes.
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**Fig. 5.22** Time decay of individual electric field modes.
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Fig. 5.24 Diffusion coefficient vs. time
With \( n \approx 2 \times 10^{11}, T_e \approx 0.2 \text{eV} \), we find \( D_{\text{cl}} (B_{\text{ave}} \approx 600 \text{G}) = 200 \text{cm}^2/\text{sec} \), so that \( D_v > D_{\text{cl}} \) for the high-field case. However, for the low-field case, \( D_{\text{cl}} = 1200 \text{cm}^2/\text{sec} \), and \( D_v \approx 10^4 \text{cm}^2/\text{sec} \).

Part of the discrepancy may lie in the different shape of \( D(\psi) \). The shapes for the classical diffusion coefficient (\( D \propto n \)) and the vortex diffusion coefficient (\( D \propto n^{-1/2} \)) are sketched in Fig. 5.25. From this figure we note that it might be possible for \( D_v \) to be larger than \( D_{\text{cl}} \) at the position where the scan was made (\( \psi \approx 3.4 \), with \( \psi_s \approx 5.7 \) and \( \psi_r \approx 2.4 \)), while \( D_{\text{cl}} > D_v \) in the bulk of the private flux volume. However, this may not account for the factor of 10 difference in the numerical values obtained. It will be necessary to examine more \( \psi \)-surfaces to account for this discrepancy, and a larger range of magnetic fields. This is discussed in the recommendations for further work in Chapter VII.

The viscous damping time of a cell with wavenumber \( k \) is \( \tau_\mu \approx 1/\mu k^2 \). As discussed previously, the largest 20-30 toroidal modes which fit into the Octupole share the same \( k_\psi \), with \( \lambda \approx 5 \text{cm} \). Therefore, the longest cells have the same damping times, and \( \tau_\mu \approx 1/\mu k^2 \approx 25 \text{cm}^2/\mu \). For a \( 1 \text{eV} \) collisional Be plasma with \( n \approx 10^{11} \) we can estimate the damping times using LiH average values. These are shown in Table V.1. The damping times in the table are consistent with what is observed in the time decay of the contour plots, but full scans are needed in addition to more information about \( E_\psi \), to see if the long modes actually damp in unison.
Fig. 5.25 Sketch of the spatial dependence of the diffusion coefficient
### Table V.1 *

<table>
<thead>
<tr>
<th>$B_{ave}$ (G)</th>
<th>$\tau_\mu$ (ms)</th>
<th>Bank Voltage (kV)</th>
<th>Hoop</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>.3</td>
<td>.250</td>
<td>O</td>
</tr>
<tr>
<td>200</td>
<td>1.2</td>
<td>.250</td>
<td>I</td>
</tr>
<tr>
<td>240</td>
<td>1.7</td>
<td>.600</td>
<td>O</td>
</tr>
<tr>
<td>300</td>
<td>2.8</td>
<td>.750</td>
<td>O</td>
</tr>
<tr>
<td>480</td>
<td>6.9</td>
<td>.600</td>
<td>I</td>
</tr>
<tr>
<td>600</td>
<td>11</td>
<td>1.5</td>
<td>I</td>
</tr>
<tr>
<td>800</td>
<td>20</td>
<td>2</td>
<td>O</td>
</tr>
<tr>
<td>1000</td>
<td>30</td>
<td>2.5</td>
<td>O</td>
</tr>
<tr>
<td>1200</td>
<td>43</td>
<td>1.5</td>
<td>I</td>
</tr>
<tr>
<td>1600</td>
<td>77</td>
<td>2</td>
<td>I</td>
</tr>
<tr>
<td>2000</td>
<td>120</td>
<td>2.5</td>
<td>I</td>
</tr>
</tbody>
</table>

* $\tau_\mu^{\approx 1/k^2 \mu}$

$\mu \approx n/B^2$, $k^2$ and $n$ assumed constant.

Table V.1 $B_{ave}$ as a function of poloidal bank voltage and hoop; viscous damping times for a 5cm vortex.
lc. Experimental Observations. A 360° scan of six \( \psi \)-surfaces in the private flux of the LIH was made at 600V on the poloidal bank (\( B_{ave} \approx 480 \text{G LIH} \)). The contour plots are shown in Fig. 5.26. The cell pattern is very clear. There are two large cells: a positive cell centered roughly at \( \psi=2.75, \theta=250^\circ \), and a negative cell centered at \( \psi=4.5, \theta=70^\circ \), halfway around the machine in \( \theta \) from the positive cell. The cell structure does not lose its identity in the 70ms observation period, although it decays in amplitude by about a factor of 2 over the same period.

The power spectrum for the six \( \psi \)-surfaces, \( E^2_\theta(m) \), is shown in Fig. 5.27a-f (3ms after injection) and Fig. 5.28a-f (7ms). The plots show that \( E^2 \) is a decreasing function of \( k \). The plots at 3ms after injection show a small bump at \( m=60 \); by 7ms the bump has disappeared.

The \( E^2_\theta \) power spectrum is a strong function of position in \( \psi \). The separatrix has little structure; the amount of structure increases towards the ring. \( \Sigma E^2_\theta(k) \) is plotted in Fig. 5.29 for the six \( \psi \)-surfaces measured, at 4 times. The earliest time plotted is 10ms after injection; at earlier times the structure is not reproducible.

The decay of \( E^2_\theta \) as a function of time is plotted for all six \( \psi \)-surfaces in Fig. 5.30a and b. The plots show that after an initial decay (\( t\approx 10 \text{ms} \)), the electric fields on the \( \psi \)-surfaces in the main body of the plasma remain constant. The spectrum at \( \psi=2.77 \) decays gradually with (very roughly) a 20ms time constant.
Fig. 5.26a and b. Floating potential contours; supported; collisional He plasma; private flux of the LIH; $B_p \text{ Ave}=480G$ (600V).
Fig. 5.26c and d. Floating potential contours; supported collisional He plasma; private flux of the LIH; $B_{P\text{ Ave}} = 480G (600V)$. 
Fig. 5.26e and f. Floating potential contours; supported collisional He plasma; private flux of the LIH; $B_{P\text{ave}} = 480\text{G (600V)}$. 
Fig. 5.27 $E^2(m)$ vs. $m$; 3ms after injection; collisional He plasma; supported; private flux of the L1H; $B_p$ ave = 480G (600V).
Fig. 5.27 $E^2(m)$ vs. $m$; 3MS after injection; collisional He plasma; supported; private flux of the LIH; $B_{p \text{ ave}} = 480$G (600V).
Fig. 5.28 $E^2(m)$ vs. $m$; 7 ms after injection; collisional He plasma; supported; private flux of the LIH; $B_{\text{ave}}=480$G (600V).
\[ \sum_{k} E_{(k)}^2 \left( \frac{V}{M} \right)^2 \]

- \[ \psi = 4.09 \]
- \[ \psi = 4.52 \]
- \[ \psi = 5.67 \]

**Fig. 5.30A** Time decay of toroidal electric field power spectrum; collisional He plasma; supported; private flux of the LH; \( B_{p \text{ AVE}} = 480G \) (600V).
\[ \sum_{K} E^2(K) \quad (V/m)^2 \]

- \( \psi = 2.15 \)
- \( \psi = 2.77 \)
- \( \psi = 3.27 \)

**Fig. 5.30b** Time decay of toroidal electric field power spectrum; collisional He plasma; supported; private flux of the LIH; \( B_{P \text{ ave}} = 480 \text{G} \) (600V).
The last \( \psi \)-surface measured is at \( \psi = 2.15 \). This field line intersects the hoop; however, on the low-field side of the hoop this field line is still accessible (see Fig. 2.6). This is probably the reason that the electric fields on this \( \psi \)-surface decrease in time.

2c. Discussion. Because the plasma is very collisional, \( \lambda_{\text{mfp}} < \lambda_f \) and the support does not connect all of the field lines at its azimuth together. The bump on the 3ms spectra is much smaller than the one on the collisionless spectra, and at a higher mode number. If the bump is due to the supports in both cases, then the support is not an additional boundary condition for the collisional plasma, as expected.

We have used the \( \mathbf{E}^2 \) data to estimate the diffusion coefficient for this plasma as a function of \( \psi \)-surface and time, as discussed in Chapter IV. The results are presented in Fig. 5.31. Because of the \( \psi \)-dependence of \( \mathbf{E}^2 \), the diffusion coefficient is also \( \psi \)-dependent, with the separatrix region having the smallest values of \( D_v \). The diffusion increases during the first 5-10ms and then becomes constant, except for the two \( \psi \)-surfaces closest to the ring. \( D_v \) is smallest lowest near the separatrix, where it has a value \( \sim 500 \text{cm}^2/\text{sec} \).

We can estimate \( T^*(k) \) as for the collisionless plasma, using \( n \sim 10^{11}/\text{cm}^3 \), \( B = 480 \text{G} \), \( E(m=1) = 0.02 \text{V/m} \), which leads to \( T^*(m=1) = 5.6 \times 10^7 \text{eV} \).

The magnitude of \( D_v \) and \( T^* \) for this plasma are in reasonable agreement with the results shown in Ref. 26, and the shape of \( D_v(\psi) \) is roughly what would be expected for \( D_v \sim n^{-1/2} \) (see, for example, Ref. 13, Fig. 3.21).
Collisional He plasma supported private flux - LIH
B_P AVE = 480G (600V)

Diffusion Coefficient

Fig. 5.31 Spatial and temporal dependence of D_V
It is interesting to see that the time decay of the spectrum is different on different $\psi$-surfaces. The theory is not sophisticated enough to predict details such as time decays except in a general way, and more study is necessary to understand the spatial dependence on $\psi$. However, even with a simple model it has been possible to estimate a diffusion coefficient from the electric field spectrum, and show that the vortices can be responsible for diffusion in the Octupole.

B. Levitated Data. $V_f$ contours from a partial scan of the Octupole for the collisional plasma are shown in Fig. 5.32. The machine was fully levitated when the plasma was injected and during the next 20ms; after this the supports started to come back in. The data was taken in the private flux of the LIH, with 2.5kV on the poloidal bank (corresponding to $B_{ave}^\sim 2$kG). The plot covers an $80^\circ$ segment from $-20^\circ$, through the gap at $0^\circ$, to $+60^\circ$ in $\theta$.

1. Experimental Observations. The data shows the development of the vortices. There is cell structure present from the earliest time plotted (4ms after injection), throughout the levitated period (to $\sim 45$ms after injection), and after the supports come back in. The structure is not stationary, but evolves slowly in time over the experimental pulse. There is little structure at the separatrix by 5ms after injection; during the levitated portion the steepest potential gradients in $\psi$ occur near the ring. The contours show cell development in the region between $\psi^\sim 4$ and $\psi^\sim 5$, and between the ring and $\psi^\sim 4$. 
Fig. 5.32A and B. Floating potential contours; levitated collisional He plasma; private flux of the LIH; $B_{p\text{ ave}} = 2$Kg (2.5KV).
Fig. 5.32c and d. Floating potential contours; levitated; collisional He plasma; private flux of the LIH; $B_{P\, ave} = 2.5\, G (2.5\, KV)$. 

Fig. 5.32e and f. Floating potential contours; levitated; collisional He plasma; private flux of the LIH; $B_{p\,\text{ave}} = 2$KG (2.5KV).
2. Discussion. The levitated contours are similar in shape to the supported contours for this plasma, but the potential gradients in $\psi$ are a factor of 4 or so larger. The difference between the levitated and supported contours is smaller for the azimuthal electric fields; however, without a full scan in $\theta$ it is not possible to make detailed comparisons. Because the plasma is collisional, the supports are a very localized perturbation in the plasma, and there is little disturbance a few mean-free-paths away. The supports do, however, connect the high-dielectric-constant separatrix to the rings, serving as a path to short out some of the electric fields at $\psi_s$. Because of this the levitated contours (Fig. 5.32) have a higher energy density than the supported contours (Fig. 5.14), and should have a higher $T^*$.

This agrees with diffusion data taken by Navratil$^{15}$, who noted that for the collisional plasma in a levitated Octupole the transition from vortex diffusion to classical diffusion occurs at a lower value of the poloidal field, which indicates a higher initial $T^*$; also, the profile did not take on the classical shape by the initial observation (3ms after injection) even for the lowest poloidal field available ($B_{ave} \approx 40G$, LOH)$^{54}$. Thus the interpretation of having the cells be the source of the vortex diffusion is consistent with the profile evolution data for the collisional plasma with the Octupole levitated, but more information about the spectrum is necessary before an estimate of the magnitude of $D_v$ or $T^*$ can be made.

C. Summary. The data shown for the collisional plasma supports the theory that the macroscopic vortices in
the plasma are the observable part of a non-thermal spectrum with an enhanced temperature $\sim 10^7$ eV. Many details remain to be worked out in the 2-D fluid theory for the Octupole. However, we see that the trends in the data are generally in the correct direction: When the field is reduced, the spectrum damps. The diffusion coefficient calculated from the supported data is of the right order of magnitude and shape. The levitated contours appear to have a higher energy density than the supported contours. And the shape of the contours is similar to the fluid solutions proposed in Fig. 4.2, as expected, since for the collisional plasma the levators do not form additional boundary conditions as in the case of the collisionless plasma.
CHAPTER VI - EFFECT OF $B_T$ ON COLLISIONLESS AND COLLISIONAL PLASMAS

With a purely poloidal field, Octupole magnetic field lines close upon themselves after one revolution in $\chi$ in a constant-azimuth plane. When a toroidal field is added, the field lines advance $\Delta \theta$ in the azimuthal direction for each revolution about the minor axis ($\Delta \chi = 2\pi$). The transform angle, $\Delta \theta$, is given by

$$\Delta \theta = \oint \frac{B_T}{R B_p} \, d\chi_B = \alpha \oint \frac{1}{R^2 B_p} \, d\chi_B$$ (6.1)

where $B_T = \alpha/R$. $\Delta \theta$ approaches infinity at the field null, and is different for each Octupole $\psi$-surface, leading to a sheared magnetic field. If the ratio $\tau = \Delta \theta / \Delta \chi$ is a rational number, the field line will close upon itself after an integral number of revolutions in the azimuthal direction; otherwise the field line will generate a flux surface. In either case, the length of the field line will increase.

Potential structure has been observed in the Octupole for plasmas with a poloidal and toroidal field, but it is no longer necessarily true that the potential is constant along a field line, and in general, $\phi = \phi(\chi, \theta, \psi)$.

Vortex diffusion theory is applicable to 3-D plasmas\textsuperscript{18,21}; the vortex contribution to $D$ comes from modes with $k_z = 0$. The cart probe has access to a limited portion of the Octupole, and it is not possible to measure the electric field spectrum as was done in Chapter V: rotating the contours around the ring will not produce the 3-D
potential structure. For this reason the discussion will be more qualitative than in the previous chapter, but it is still possible to investigate many of the features of 3-D convective cells.

VI.1 COLLISIONLESS PLASMA

The ion mean-free-path for the collisionless plasma can be estimated from

$$\lambda_{\text{mfp}} = v_{\text{th} i} \cdot T_i = \frac{2.1 \times 10^{12}}{\lambda/10} \frac{T_i^2}{n} \text{ cm}$$  \hspace{1cm} (6.2)

where

$$v_{\text{th} i} = (T_i/m_i)^{1/2}$$  \hspace{1cm} (6.3)

$$\tau_i = \frac{3 \sqrt{m_i}}{4 \sqrt{\pi}} \frac{T_i^{3/2}}{\lambda e^4 Z^4 n_i}$$  \hspace{1cm} (Ref. 52) \hspace{1cm} (6.4)

$$\lambda = \ln A = 23.4 - 1.15 \log n + 3.45 \log T_e$$  \hspace{1cm} (6.5)

Using parameters from Table I.1, $\lambda_{\text{mfp}} \sim 2000$ m initially, and decreases to $\sim 40$ m at 30 ms after injection (when $n \sim 8 \times 10^8$ cm$^{-3}$, Ref. 25).

With a purely poloidal field, excess charge on a magnetic field line cannot dissipate because the field line is closed. When a toroidal field is added the field lines become very long. The minimum field line length ($\lambda_f$) is the length of the line through the poloidal field null, $\lambda_f \sim 2\pi (R=1.4m) \sim 8.8$m. For field lines that form flux surfaces, $\lambda_{\text{mfp}} \ll (\lambda_f \rightarrow \infty)$. This means that unless there are other mechanisms which inhibit free flow of charge, we would expect to see any excess charge dissipate quickly by parallel flow along the field line.
Magnetic mirror trapping. If electrons are trapped in a magnetic mirror, the excess charge can only be dissipated if the electrons are scattered out of the mirror by collisions, or more ions are collisionally trapped. Kamimura and Dawson\textsuperscript{27} investigated the effect of mirror trapping in a thermal plasma by means of computer simulations, and showed that convective diffusion is enhanced. The appropriate damping mechanism is collisional detrapping, with a time constant proportional to the collisional lifetime and the mirror ratio, $\tau \propto \tau_c \ln(B_{\text{max}}/B_{\text{min}})$; the diffusion coefficient is

$$D_{\text{KD}} \propto \frac{T^{3/2}}{n}, \quad \text{independent of } B$$

(6.6)

Diffusion studies have observed this scaling for the collisionless plasma with a poloidal and toroidal field (in the private flux of the LOH). The magnitude of $D_{\perp}$ indicated an effective temperature $T^*$ of 500eV. An additional experiment performed with collisionless electrons and collisional ions indicated that the trapped particles were electrons; the scaling remained the same, but the effective temperature was lower, $\sim$150eV. [Note: fluctuations measured in this region could account for only a small percentage ($\lesssim 2\%$) of the diffusion\textsuperscript{56}.]

In the common flux trapped ion modes were observed\textsuperscript{56}: a dissipative mode in the region $5.7 \lesssim \psi \lesssim 6.1$, and a collisionless mode (in the ion diamagnetic drift direction) outside $\psi = 6.1$. It was noted, however, that the fluctuations could account for all the diffusion in this region.

A. Experimental Observations. Cell structure was measured for the low density plasma ($n \approx 10^9 \text{cm}^{-3}$, $T_i \approx 20-200\text{eV}$ in
20ms). The magnitude of the toroidal field (in series with the poloidal field) was 380G on axis. The poloidal field bank voltage was 2.5kV, corresponding to $B_{ave} \approx 2kG$ (LIH).

Because $\lambda_{mfp}$ for this plasma is long, thermal flow along the field lines intersected by the supports accounts for a significant loss of plasma. For this reason the data was taken with all four hoops levitated (as were the diffusion studies$^{56,57}$).

Data for the private flux of the LIH is presented in Fig. 6.1a-f. The private flux exhibits a good deal of potential structure for the duration of the levitated period ($\sim 20$ms.), Fig. 6.1a-e. The structure damps significantly between 15 and 25ms (Fig. 6.1e and f) during the time the supports come back in, and remains at approximately the same amplitude for the remainder of the experiment.

The contours are similar to the supported data with a purely poloidal field (Figs. 5.1 and 5.3), with closed cells in the region $3.5 \leq \psi \leq 4.5$. However, we note that there is relatively little structure near the ring ($2.5 \leq \psi \leq 3.5$). The separatrix is also flatter than the bulk of the plasma, as was the case for the $B_p$-only data.

Common flux data is shown in Figs. 6.2a-d. There is cell structure for the levitated portion of the experiment. The cell structure (private and common flux combined) is similar to the solutions proposed in Chapter IV, Fig. 4.1b, col. 3. The observed cells are positive in the common flux and negative in the private flux.
FIG. 6.1A AND B. FLOATING POTENTIAL CONTOURS; LEVITATED; COLLISIONLESS H PLASMA; PRIVATE FLUX OF THE LIH; $B_p \text{ave} = 2$KG (2.5KV); $B_T = 380$G ON AXIS.
FIG. 6.1C AND D. FLOATING POTENTIAL CONTOURS; LEVITATED;
COLLISIONLESS H PLASMA; PRIVATE FLUX OF THE LIH;
\( B_{P \text{ Ave}} = 2 \text{KG (2.5KV); } B_{T} = 380 \text{G ON AXIS.} \)
Fig. 6.1e and f. Floating potential contours; levitated; collisionless H plasma; private flux of the LIH; $B_{P\,\text{ave}} = 2\,\text{KG (2.5KV)}$; $B_T = 380\,\text{G on axis}$. 
Fig. 6.2a and b. Floating potential contours; levitated; collisionless H plasma; common flux - inner nose; $B_\text{p ave} = 2$Kg (2.5kV); $B_T = 380$G on axis.
Fig. 6.2c and d. Floating potential contours; levitated; collisionless H plasma; common flux - inner nose; $B_p \text{ave} = 2$KG (2.5KV); $B_T = 380$G on axis.
B. Discussion. The data presented is consistent with what is expected if the potential structure is the source of $D_Y$. Since the cart probe passes approximately through the trough of the lower inner hoop mirrors in both the private and common flux regions, we observe cells. We would expect the observed cell structure to be close to the maximum value for the $\psi$-surface, because it is measured at the bottom of the mirrors. Measurements\textsuperscript{58} of the potential fluctuations on the LOH indicate a factor of two to five difference in the potential between the low- and high-field sides of the hoop, and we assume that the inner hoop is similar.

To calculate the power spectrum (and thus estimate $T^*$) we need to measure $\phi(x, \theta, \psi)$. We can't get this information from the contour plots, but we can show by a very rough estimate that the magnitude of $T^*$ is much smaller than the value for this same plasma without a toroidal field.

From Fig. 6.1 the magnitude of $E(k,t)$ on the low-field side of the hoop is $0.5\text{--}1.0\text{V/m}$, which is of the order of the potential structure for the case with no toroidal field. If $E$ on the high-field side is a factor of 5 smaller than the low-field side, then $E^2$ will be smaller by a factor of 25 on the high-field side of the ring. Then $T^*$, which is the integral of $E^2$ over the volume of the plasma, would be between

$$400 = \frac{10^4 \text{eV}}{25} < T^* < 10^4 \text{eV}$$

where $10^4 \text{eV}$ is the value for the same plasma without a toroidal field. Since part of the energy would be in modes with a $k_{\parallel}$ (which do not contribute to $D_\perp$), we would expect
an even smaller $T^*$ value as the enhanced temperature for the vortex modes with $k = 0$.

It is not possible to obtain the shape of the spectrum in $\theta$ from a partial scan, but it would also be expected that the longest wavelength modes would be damped and that the cells would be smaller due to localized trapping. Since the long-wavelength modes contribute the most to $D_v$, this would also reduce the effective $T^*$.

We note that the contours show more structure towards the separatrix. This is consistent with what one would expect from a physical picture, since there is more trapping (and hence more structure) on the field line with the largest mirror ratio.

It is not possible to state, given this data, what the scaling of $D$ is for this plasma; however, the information available from the contours is not inconsistent with a Kamimura-Dawson diffusion coefficient, and the rough estimate of $T^*$ given indicates that the power spectrum has more energy than a thermal spectrum.

VI.2 COLLISIONAL PLASMA

With a toroidal field added to the poloidal field, the length of a field line increases, and excess charge can be shorted out as the field line connects regions of positive and negative charge. The collisional mean-free-path (for both species) is smaller than the length of the poloidal field mirrors; therefore we do not expect trapped particle effects\textsuperscript{27} like those in the case of the collisionless
plasma. After the vortex spectrum is damped, we expect to see classical diffusion in this plasma; we would also expect to see very little potential structure in the contour plots.

The results of the diffusion studies on the collisional plasma in a sheared magnetic field are reported in Ref. 59. The experiments were done for $B_p^{ave} = 600G$ (poloidal bank voltage = $1.5kV$), and the results can be summarized as follows:

1) with a very small toroidal field (20G on axis), $D$ scaled as the vortex diffusion coefficient.

2) with weak shear (75-100G) the diffusion in the plasma became classical even in the presence of large density fluctuations ($\delta n/n \sim 20\%$).

A. Experimental Observations. For this plasma it has been shown that plasma losses and diffusion are not changed by the presence or absence of supports. Therefore, the two experiments to be discussed were made with the hoops supported to minimize wear on the levators.

1. Inner hoop. The first set of data consisted of floating potential scans of 5 psi-surfaces, taken in the private flux of the lower inner ring. The scans covered about a quarter of the machine, including the poloidal field gap. The poloidal field bank voltage was $1.5kV$ ($B_p^{ave} \sim 1.2kG$). Scans were made for $B_t = 20G$ and 100G (on axis).

For the first case, $B_t = 20G$ on axis and cells are present for all times. The potential structure has its
steepest gradients in the region closest to the ring (Fig. 6.3a-d); the separatrix region has less structure.

With $B_t=100$G on axis, Fig. 6.4a-d, the structure becomes much flatter; the steepest gradients in the potential are still located nearest the rings, but the variations in the azimuthal direction, which give rise to the cross-field diffusion, are very much smaller than with $B_t=20$G.

2. Outer hoop. The data consists of a full scan (360°) of a single psi-surface ($\psi=3.4$) on the lower outer hoop for $B_{ave}=600$G (1.5kV on the poloidal bank), with and without $B_t=100$G. This psi-surface is in the private flux between the ring ($\psi=2.4$) and the separatrix ($\psi=5.6$).

Fig. 6.5 and Fig. 5.5 show the electric field power spectrum obtained from the azimuthal gradient of the floating potential, with $B_{ave}=600$G, with and without $B_t=100$G, respectively. The power spectrum vs. toroidal mode number is shown at 5ms, 10ms, and 15ms, after injection. (The $B_p$-only data is discussed in Chapter V.) The spectra are quite noisy, but we can make a few qualitative statements about them. A comparison of the spectra shows that both decrease in time. At any given time, $E^2(k)$ is a decreasing function of $k$, and $E(t)$ for a given mode $k$ is smaller with a toroidal field than without one. The $B_p+B_t$ data lacks the "bump" on the spectrum (at $k^\sim20-30$) present in the $B_p$ data, and decreases more rapidly as a function of $k$. Overall, the shapes of the spectra are somewhat different, with the $B_p$ data proportional to $1/k^2$, and the $B_p+B_t$ spectrum more closely proportional to $1/k$. (These estimates are by eye only, not by curve-fitting techniques.)
Fig. 6.3A and B. Floating potential contours; supported; collisional He plasma; private flux of the LIH; $B_{P\text{ave}}=1.2\text{KG (1.5KV)}$; $B_T=20\text{G on axis (20V)}$. 
Fig. 6.3c and d. Floating potential contours; supported collisional He plasma; private flux of the LH; $B_p\text{ ave}=1.2\text{KG (1.5KV)}; B_T=20\text{G on axis (20V)}$.
Fig. 6.4a and b. Floating potential contours; supported collisional He plasma; private flux of the LIH; \( B_p \text{ ave} = 1.2 \text{KG} (1.5 \text{KV}); B_r = 100G \text{ on axis (100V)}. \)
Fig. 6.4c and d. Floating potential contours; supported; collisional He plasma; private flux of the LIH; \( B_p \text{ ave}=1.2\text{Kg} \) (1.5KV); \( B_o=100\text{G on axis} \) (100V).
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Fig. 6.5 TOROIDAL ELECTRIC FIELD SPECTRUM
Fig. 6.6 shows the time decay of the power spectra summed over all the modes. This figure compares the data with and without a toroidal field on the same scale. We note two things in particular. During the early times, the total energy is smaller with an added toroidal field by an order of magnitude. It is also decaying faster: at 10 ms after injection, $\tau E 2$ms with a toroidal field, and 4.5 ms without one. At later times, however, the toroidal field data decreases more slowly than the poloidal field data, although the total energy in the poloidal field spectrum still remains larger by an order of magnitude at 50 ms after injection.

Data for individual modes is plotted in Figs. 6.7 and 5.21, which show the time decay with and without $B_t$, for $m=1, 2, 3$, and 10. Time decays at 10 ms after injection ($\tau E$ and $\tau E 2$) are summarized in Table VI.I for several toroidal mode numbers, and $\tau E$ is plotted as a function of $k$ in Fig. 6.8. With the toroidal field the longest-wavelength modes damp very quickly ($\tau E 1-2$ms) for about the first 10-15 ms of the experiment.

B. Discussion

1. Inner hoop contours. The diffusion measurements on this plasma indicate that with very weak shear ($B_t = 20 G$) the diffusion is essentially the same as without a toroidal field; with a larger amount of shear the diffusion becomes classical. Thus we would expect to observe cell structure for the first case, and to see either flat contours, or damping cells, for the second. The cell plots with $B_t = 20 G$ on axis agree with this expectation: a large
Fig. 6.6 Decay of energy in toroidal electric field; collisional He plasma; supported; private flux of the LOH; \( B_p \text{ ave} = 600 \text{G} (1.5 \text{kV}) \); \( B_T = 100 \text{G} \) on axis; \( \psi = 3.4 \).
Fig. 6.7 Time decay of individual modes, $B_p + B_T$.  

Collisional He plasma supported
Private flux - LOH
$\psi=3,4$
$B_{p\text{ AVE}}=600G \ (1.5\text{KV})$
$B_T=100G \ on \ axis \ (100\text{V})$
Table VI.1

<table>
<thead>
<tr>
<th>k</th>
<th>$B_p$</th>
<th>$B_p + B_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau_E^2$</td>
<td>$\tau_E$</td>
</tr>
<tr>
<td>1</td>
<td>6.5</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>4.5</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>8</td>
</tr>
</tbody>
</table>

$\sum_{k} E^2(k) = 4.5$  $\sum_{k} E^2(k) = 2$

Table VI.1 Decay times (in msec) for toroidal electric field modes; collisional He plasma; supported; private flux of the lower outer hoop; 10msec after injection; $B_{p \ ave} = 600 \text{G} (1.5 \text{kV})$; $B_t = 100 \text{G}$ on axis.
Fig. 6.8 $\tau(k)$ vs. $k$ at 10ms after injection; collisional He plasma; supported; private flux - LOH; $B_p^{\text{ave}} = 600G (1.5kV)$; $B_T = 100G$ on axis.
amount of vortex structure is present in the inner hoop contours (Fig. 6.3a-d), and the cells persist in time.

The LIH contours taken with \( B_t = 100\text{G} \) have much less structure, and the cells damp quickly. However, comparison with the classical contours in Chapter V (Fig. 5.16) shows that the latter have somewhat less structure. Although 100G was enough to damp the vortex structure on the lower outer hoop\(^{59} \), it seems likely that more would be required on the inner hoop which has a higher average poloidal field (\( B_p \_{\text{ave}} \approx 1.2\text{kG vs 600G} \)). It is not known whether the relationship is linear (so that it would require the same ratio \( B_t/B_p \) to damp the vortex structure).

We have discussed two ways of obtaining a plasma where classical diffusion is the dominant diffusion mechanism. With a purely poloidal field, the vortex spectrum is damped by collisional ion viscosity if the field is small enough (\( \mu \sim 1/B^2 \)); lowering \( B_p \) increases \( \mu \) most near the rings. When a toroidal field is added, however, shear is strongest near \( \psi_s \), and we would expect to see the vortex spectrum damp first in the separatrix volume.

We have noted that for both \( B_p \) and \( B_p + B_t \), the cell structure is flattest near \( \psi_s \). Part of this effect is the dielectric screening of the electric fields which is strongest in the separatrix region, but it seems to be more pronounced an effect with a toroidal field. This may be due to the different \( \psi \)-dependence of the two damping mechanisms.

2. Outer hoop; single \( \psi \)-surface. The effect of the toroidal field (\( B_t = 100\text{G on axis} \)) is very clear:
first, the long wavelength modes are damped very quickly. We would expect this from a physical point of view, since a long-range order is required to maintain the largest cells. And since it has been shown that the longest wavelengths cause the most damage to containment, this preferential damping is the reason why a small amount of shear makes a large change in the diffusion, even if the vortex spectrum is not completely damped out. Second, the total energy in the spectrum, \( \Sigma E^2(k,t) \), also decreases by the addition of a toroidal field, as shown in Fig. 6.6. Both these effects will reduce the vortex diffusion coefficient calculated from the spectrum.

\( D_v \) was calculated from this data for a purely poloidal field in Chapter V. With an added toroidal field, we can estimate \( D_v \) is we assume that the spectrum measured at one value of \( \chi \) (with \( \Delta \theta = 2\pi \)) is an approximation to the spectrum on the whole \( \psi \)-surface. To justify this approximation, the spectrum would have to be measured at several values of \( \chi \); this cannot be done with the cart.

The diffusion coefficient obtained using this assumption has been plotted in Fig. 6.9 along with \( D_v \) calculated for the same plasma without a toroidal field. The magnitude of \( D_v \) is observed to decrease by a factor of 3-4 when \( B_t \) is added, to \( \approx 500 \text{ cm}^2/\text{sec} \).

The diffusion study results showed that, for this plasma, the diffusion becomes classical when a toroidal field of 100 G is added to the 600 G average poloidal field. The classical diffusion coefficient is \( \approx 500 \text{ cm}^2/\text{sec} \) (using \( n = 5 \times 10^{11} \text{ cm}^{-3} \)), which is of the same order as \( D_v \) estimated from the \( B_p + B_t \) data. It can't be stated conclusively from
Fig. 6.9 Vortex diffusion coefficient vs. time; poloidal field with and without added toroidal field; collisional He plasma; supported; LOH.
this scan that the magnitude of $D_v$ is reduced to less than the magnitude of $D_{cl}$ when a toroidal field is added; however, the trend is definitely in the expected direction: $B_t$ reduces the vortex spectrum, and long-wavelength modes are preferentially damped. In addition it is known that with an added toroidal field, collisional diffusion in this plasma at early times includes higher-order modes (the normal mode 25, 26 is reached in 9ms vs. <3ms for a purely poloidal field). These modes have higher fluxes than the normal mode, so that it is possible that the flux from the collisional modes is larger than that from the vortex modes.

We conclude that this data is consistent with the interpretation that the potential structure is the source of vortex diffusion in the Octupole. It must be clearly understood that this is an order-of-magnitude calculation and it depends on using a method developed for two dimensions in a three-dimensional situation.
CHAPTER VII - CONCLUSION

VII.1 EXPERIMENTAL RESULTS

The first objective of this thesis has been accomplished: Potential contours have been plotted for a wide range of Octupole parameters using two different plasmas. In addition, toroidal spectra have been presented (for 360° scans), as a function of time and toroidal mode number.

The second objective was to investigate the relationship between the cells and vortex diffusion in the Octupole. There is a strong correlation: Cells are present when the diffusion (calculated from the profile evolution and collector measurements) scales as $D_v$, and much reduced in amplitude when $D_v < D_{cl}$. The toroidal spectra have been used to estimate $D_v$ and $T_*$ from the potential structure, and the results agree reasonably well with the results of the diffusion studies$^{25,26}$. Discrepancies will be discussed later.

The physical model that emerges from the theory and the data is as follows. The initial injection process creates a plasma with a large amount of energy (from charge separation) in turbulent vortex modes. During the first few milliseconds, this initial, non-reproducible distribution evolves into a reproducible structure with the energy concentrated at the longest wavelengths. The spectrum then retains this shape, and decays on a much longer time scale than the one required to produce the long-wavelength distribution. Diffusion is caused by the vortex modes when the electric fields become uncorrelated. The magnitude of
$D_v$ depends on both the magnitude of the electric fields, and the correlation times.

This interpretation also accounts for the enhanced magnitude of $D_v$ obtained in the diffusion studies over the Okuda-Dawson diffusion coefficient, while preserving the scaling. There is then no need to postulate complicated local models to show how convective cells may account for plasma losses. However, there are several discrepancies which must be taken care of before we can state unequivocally that the electric field vortex structure is the sole source of the diffusion. The remainder of this section is dedicated to examining these discrepancies.

A possible discrepancy was noted for the collisionless plasma injected into a fully levitated Octupole. The potential contours were much flatter for the levitated case than for the supported case. However, without a full scan it is impossible to determine whether the longest-wavelength modes are similar in both cases. This would be expected, as $T^*$ is the same for both $^{25,15}$. This case should be examined in more detail, and a full scan taken as discussed in the next section, with the Octupole levitated and supported. If the vortex interpretation is correct, both cases will have similar spectra, except that the spectrum for the levitated case will lack the bump at $m\approx 30$.

A more important discrepancy arose in connection with the collisional plasma in a supported Octupole. The vortex diffusion coefficient is independent of $B$ over the range in which $\varepsilon \gg 1$. This scaling was confirmed experimentally for the profile evolution in the Octupole $^{26}$. The initial particle density in the machine varies by only
a factor ~2 in the magnetic field ranges studied. There-
fore, if
\[ D_v \propto \sqrt{\sum \frac{E^2}{k^2 B^2}} = \sqrt{\sum \frac{E^2}{B^2}} \]
then for different values of B (but constant D=D_v) the re-
relationship
\[ \frac{\phi^2}{B^2} \sim \text{constant} \]
should be maintained. That is, on the average, if B de-
creases by a factor of 4 we would expect \( \sqrt{E \phi(k)} \) to de-
crease by the same factor.

In the experiment referred to in Section V.2A, a scan
was taken of a single \( \psi \)-surface in the LOH private flux for
the collisional plasma, at 1.5kV on the poloidal bank (D=D_v
from the diffusion studies; \( B_{ave} = 600 \text{G} \)), and 250V (D=D_{c1},
\( B_{ave} = 100 \text{G} \)). Although the magnitude of the electric field
spectrum decreased when the magnetic field was reduced, the
ratio of E/B increased, and D_v calculated from the spectrum
increased. D_{c1}(\alpha 1/B^2) also increased, but it was still
smaller than D_v. This case should also be examined experi-
mentally in more detail, as the observation that D_v in-
creases is based on a scan of a single \( \psi \)-surface.

VII.2 RECOMMENDATIONS FOR FURTHER WORK

The general correlation of vortices with vortex diffu-
sion is strong. However, although the potential structure
has been mapped for many different cases, the information
about some of these cases is incomplete. We will discuss
here some improvements to the method used to take data,
and recommend a series of experiments which should shed more light on the questions which arose during the writing of this thesis.

A. **Method improvements.** The preferred data set for a given case would include a $360^\circ$ scan of several $\psi$-surfaces. Since it has been shown that the toroidal electric field spectrum is a decreasing function of the toroidal mode number, and that the first 10-20 modes are the most important, it is suggested that scans cover the $360^\circ$ in $\theta$ by taking data at 40 equispaced azimuthal points. The cart is limited to carrying four signal cables by its construction. Without major changes to the cart, a large improvement would be accomplished by using the four probe tips to measure the potential on four $\psi$-surfaces in the private flux simultaneously. This requires construction of a probe such as the one illustrated in Fig. 7.1.

This type of specialized probe would be useful only in a limited region (note that at position B the probe tips are practically all on the same $\psi$-surface). However, it may be possible, by careful placement of the four tips, to find another position $\alpha'$, such that two scans in $\theta$ would produce eight $\psi$-surfaces reasonably well spaced, and provide more information about the potential as a function of $\psi$. A probe like this would have to be carefully constructed and calibrated, but would quadruple the data-taking rate for the LOH private flux, allowing experiments to be accomplished before operating parameters drift, or making it possible to examine full scans for cases with different parameters on the same day.
FIG. 7.1 Proposed cart probe, with tips placed so as to measure $V_F$ on four $\psi$-surfaces in the private flux of the LOH simultaneously.

At B, all four tips are approximately at the same value of $\psi$.

With the probe at the angle $\alpha$, the tips are on

$\psi \approx 2, 3, 4.3, \text{ and } 5$.

At $\alpha^\prime$, $\psi \approx 2.5, 3.7, 4.8, \text{ and } 5.3$. 
For direct comparison with profile evolution results, it is also recommended that density profile scans be taken simultaneously. Any efforts that result in more reproducible plasmas will also increase the number of cases that can be examined, by decreasing the number of rejected shots.

The model developed in Chapters III and IV is a very simple one. Extensions to the theory are necessary to include factors such as density gradients, curved field lines, and non-rectangular geometries. It is also necessary to produce a set of fully two-dimensional equations, and examine the terms which were neglected in Section IV.6. Much work remains to be done on the subject of electric field correlations in the Octupole, and a comparison with Taylor and McNamara's assumption of a jointly-normal distribution.

Solution of the sinhψ equation on an annulus, rather than a rectangular box, would be relatively simple, and could lend weight to the Octupole fluid solutions proposed in Chapter IV.

B. Further experiments. More detailed scaling information could be obtained by examining potential contours (full scans) in the LOH private flux for the collisional plasma in a purely poloidal field. A set of values of Bave should cover the low-field case (where Dcl>Dv), the transition case, and several values of Bave in the region where Dv>Dcl. In the latter region, as B is changed, the ratio E/B should be constant.

The collisionless plasma could be examined in the same way, over a range of fields with D=Dv. In addition, it is necessary to compare the toroidal spectra of the
electric field for the levitated and supported cases; this would determine whether the 'bump' on the supported spectrum at m\textsuperscript{+}30 is in fact one of the effects of the supports. Since the diffusion studies imply that T\textsuperscript{*} is the same for the two cases, we would also expect the spectra to have the same magnitude.
APPENDIX A

DIFFERENTIAL OPERATORS IN OCTUPOLE COORDINATES

\[ \hat{B}_p = \hat{\nabla}_X = \hat{\nabla}_\psi \times \hat{\nabla}_\theta \]  
(A.1)

\[ ds_\psi = \frac{d\psi}{2\pi RB} \quad e_1 = \frac{1}{2\pi RB} \]  
(A.2)

\[ ds_\theta = R d\theta \quad e_2 = R \]  
(A.3)

\[ ds_\chi = \frac{d\chi}{B} \quad e_3 = \frac{1}{B} \]  
(A.4)

\[ \hat{\nabla}_n = \hat{\psi} 2\pi RB \frac{\partial n}{\partial \psi} + \hat{\theta} \frac{\partial n}{\partial \theta} + \hat{\chi} B \frac{\partial n}{\partial \chi} \]  
(A.5)

\[ \hat{\nabla} \cdot \hat{\nabla} = 2\pi B^2 \frac{\partial}{\partial \psi} \left( \frac{R \psi}{B} \right) + \frac{1}{R} \frac{\partial}{\partial \theta} (\nabla \theta) + B^2 \frac{\partial}{\partial \chi} \left( \frac{\nabla \chi}{B} \right) \]  
(A.6)

\[ \hat{\nabla} \times \hat{\nabla} = 2\pi B^2 \left[ \frac{\hat{\psi}}{2\pi RB} \left( \frac{1}{B} \frac{\partial \nabla \chi}{\partial \theta} - \frac{\partial}{\partial \chi} (R \nabla \theta) \right) \right. \]  
\[ \left. + \hat{\theta} \frac{1}{2\pi B} \left( \frac{\partial \nabla \chi}{\partial \chi} (RB) - \frac{\partial}{\partial \psi} \left( \frac{\nabla \psi}{B} \right) \right) \right. \]  
\[ \left. + \hat{\chi} B \left( \frac{\partial}{\partial \psi} (R \nabla \theta) - \frac{1}{2\pi RB} \frac{\partial}{\partial \theta} \left( \nabla \psi \right) \right) \right] \]  
(A.7)

\[ \nabla^2 \phi = \nabla \cdot \nabla \phi = (2\pi B)^2 \frac{\partial}{\partial \psi} \left( R^2 \frac{\partial \phi}{\partial \psi} \right) + \frac{1}{R^2} \frac{\partial^2 \phi}{\partial \theta^2} + B^2 \frac{\partial^2 \phi}{\partial \chi^2} \]  
(A.8)

\[ dV = \int_0^{2\pi} \int_0^{2\pi} \frac{1}{2\pi B^2} \, d\chi \, d\theta \, d\psi \]  
(A.9)
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